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Abstract

In this study, we elucidate the microscopic details of how ultrafast rearrangements in liquid structure affect energy flow in the wake of a thermal bimolecular reaction. Using non-equilibrium molecular dynamics to analyze ultrafast experimental data, we examined the reaction of CN + c-C6H12 → HCN + c-C6H11 in CH2Cl2 solvent, which produces vibrationally hot HCN. Both theory and experiment show that HCN relaxation follows multiple timescales, which arises because of time-dependent energy transfer efficiencies as HCN experiences an effective structural change in its solvent environment, and results in an apparent breakdown of linear response theory. At short times, HCN is locked within a solvated supermolecular complex with its co-product, and relaxation is fast. At longer times, HCN diffuses away from its co-product, and relaxation is slower. These results allow us to begin forming a detailed picture of the interplay between ultrafast fluctuations in solvent structure and thermal solution phase chemistry.

Nearly all chemical reactions involve some degree of vibrational energy transfer.1 Because typical bond strengths are on the order of tens of kcal mol−1, surmounting the energy barriers associated with bond-breaking and forming at ambient temperatures requires the localization of significant amounts of energy in a particular vibrational mode. Set against this requirement is the fact that equilibrium statistical mechanics tells us that energy is statistically randomized in all of the states of the system at long times. Thus, understanding the origins and timescales of non-equilibrium energy localization for condensed phase systems with high state densities remains a critical issue in our attempts to develop predictive models of condensed phase chemical reactivity. The predominant model guiding our understanding of condensed phase non-equilibrium dynamics is linear response theory (LRT),2 which arises from the fluctuation-dissipation theorem, and amounts to a statement that the relaxation of a system following spontaneous fluctuations from equilibrium is indistinguishable from relaxation that follows from external preparation of a non-equilibrium system.3 Despite a few exceptions,4,5,6,7,8,9,10 LRT provides a robust framework for understanding relaxation to equilibrium within liquids.

In this article, we investigate the vibrational relaxation of HCN formed through a bimolecular H abstraction reaction in CH2Cl2 solvent, the products of which are illustrated in Figure 1:

\[
\text{CN + c-C6H12} \rightarrow \text{HCN + c-C6H11} \quad (R1)
\]

The energies involved in (R1) are characteristic of typical thermal reaction energies, and well within a regime where one might expect relaxation of the vibrationally excited nascent HCN to follow LRT. However, as we will show, the HCN experiences ultrafast changes in the structure of its environment following (R1). This results in multiple LRT HCN relaxation regimes, which must be properly accounted for in order to adequately describe our theoretical and experimental observations over the range of post-reaction timescales. While examples of non-linear responses have been highlighted for solvation dynamics,4,7,9 electron transfer,6,8 and photochemistry,5,10 this study employing computational simulations of recent experimental data is the first time (to our knowledge) that such results have been shown for the case of a thermal chemical reaction involving an atomic rearrangement.

Figure 1. MD snapshot of (R1) products within a CH2Cl2 solvent cavity

Linear Response Interpretation of the Experiments

It has been known for some time that gas phase abstraction reactions of CN with alkanes like (R1) yield HCN which is vibrationally excited in both its CH stretching (00n) and HCN bending (0n0) modes.11,12,13,14 In recently published experimental and theoretical work,15,16 CN radicals were generated through ICN photolysis, and the time profile of the vibrational state populations of the nascent HCN generated in (R1) was monitored using ultrafast infrared lasers. The results showed significant HCN vibrational excitation. Gas and solution phase MD simulations suggest that the product energy deposition into HCN for (R1) in a CH2Cl2 solvent at short times is nearly identical – i.e., the product energy specificity is preserved in the corresponding solution phase reaction following passage over the abstraction TS.10 At longer times, however, the gas phase and solution phase results differ: whereas the energy of the HCN and c-C6H11 co-products is conserved in the gas phase, it relaxes to thermal equilibrium in solution.

In our previous work, the experimental time traces obtained from (R1) were fit using the kinetic model in Figure 2a, in which the HCN(001) and HCN(0001) relaxation rates were constrained to the experimentally measured ks and kf decay rates observed from ultrafast pump-probe experiments of vibrationally excited HCN relaxing in CH2Cl2 solvent with 1 M c-C6H12. This model implicitly assumes that HCN vibrational relaxation follows standard time-independent LRT – i.e., the rate of relaxation of HCN to equilibrium is independent of the means through which it was initially prepared, whether via laser pulse or by (R1). While the kinetic model in Figure 2a gives good fits to the experimentally
observed changes in optical density (OD) at long times, Figure 2b shows that the fits are less satisfactory at short times, where the negative ODs indicate HCN(000) and HCN(001) population inversions whose magnitudes are underestimated.

![Figure 2a](image1)

**Figure 2a.** Simple kinetic model (which implicitly assumes LRT behaviour) used to rationalize the experimentally measured time profiles in Figure 2b. * denotes that the fit parameters were not floated, but fixed to experimental IR pump-probe measurements.

![Figure 2b](image2)

**Figure 2b.** Representative experimental trace showing the changes in optical density (OD) for HCN(b00), (001), (b01), and (000). The solid lines show the fit obtained using the kinetic model shown in Figure 2a.

One possible explanation for why the model in Figure 2a underestimates the degree of population inversion at short times is that HCN (002) is formed along with the nascent HCN(001). However, fitting the data using a numerical integration scheme which includes this channel requires that relaxation from HCN(002) into HCN(001) is at least an order of magnitude faster than that (001) relaxation, and that more than 50% of the HCN produced in (R1) is in the (002) state. These conclusions are at odds with (i) results obtained from our MD simulations (see SI), which show that the energy relaxation timescales of (001)→(002) and (000)→(001) are the same within statistical error, and (ii) our experiments, which suggest an upper limit of 10% for the HCN (002) yield. 

**NEMD Simulations: Mapping Energy Flow**

Further insight into the experimental results and the origin of the short-time disagreement shown in Figure 2b was obtained by carrying out a number of molecular dynamics simulations in a periodic box of 125 fully flexible CH2Cl2 solvent molecules, which allowed us to examine the time-dependent energy in the HCN normal modes and the cyclohexyl co-product in more detail than was experimentally possible. Initially, we performed the following two sets of classical dynamics simulations: (1) 250 non-reactive NVE trajectories in which we investigated the relaxation of vibrationally excited HCN(001) in neat CH2Cl2 solvent, and (2) 250 reactive trajectories using a recently developed analytic reactive force field for CN + c-C6H12 → HCN + c-C4H11 in CH2Cl2. For each trajectory, time-dependent C-H stretch normal mode energies, $E_{CH}^*(t)$, were obtained by projecting the molecular Cartesian coordinates and momenta into the normal mode frame of molecular equilibrium geometries. The results were then averaged over all 250 trajectories to obtain ensemble averaged energies, $E_{CH}^\text{ave}(t)$, which are shown in Figure 3.

Figure 3 indicates that the $E_{CH}^\text{ave}(t)$ decay in neat CH2Cl2 may be fit using a single exponential with a time constant of 736 ± 531 ps\(^{-1}\). In marked contrast, the $E_{CH}^\text{ave}(t)$ profile obtained when HCN is formed via (R1) shows multiple decay timescales – with a fast initial decay and a slower long time decay. Fitting these data with a biexponential gives a fast decay time constant, $\tau_1$, of 7.0 ± 0.2 ps, and a slow time constant, $\tau_2$, of 204 ± 33 ps. The latter is close to the value of 144 ± 8 ps obtained from experimental IR pump-probe measurements of HCN (001) decay in a CH2Cl2 solvent and 1 M c-C4H12.

The results of the simulations discussed above were compared to the predictions of time-independent LRT in both the presence and absence of c-C4H11. For this purpose, we performed two different classical dynamics simulations: (a) a single 2 ns NVE simulation of HCN in CH2Cl2, and (b) a single 2 ns NVE simulation in CH2Cl2 with HCN and c-C4H11 radical constrained using the AXD algorithm\(^{17,18}\) to have a center of mass separation less than 5.7 Å. In each case, the initial coordinates and momenta were obtained by sampling a 298K ensemble, and subsequent correlation functions of $E_{CH}$, $C(t)$, were calculated as:

$$C(t) = \langle E_{CH}(t)E_{CH}(t_0 + t) \rangle - \langle E_{CH} \rangle^2$$  \hspace{1cm} \text{Eq (1a)}

where the angle brackets denote averaging over the whole trajectory, so that e.g., $\langle E_{CH} \rangle$, is the average time-independent C–H stretching energy at thermal equilibrium, and $t_0$ represents all possible start times within the trajectory. The LRT prediction was calculated using $C(t)$ as
\[ \frac{E_{CH}(t) - \langle E_{CH} \rangle}{E_{CH}(0) - \langle E_{CH} \rangle} = \frac{C(t)}{C(0)} \]  
Eq (1b)

As shown in Fig 3, the time-dependent energy profiles of excited HCN in neat CH2Cl2 averaged over 250 trajectories decay in close agreement with single trajectory predictions based on LRT calculated from Eq (1b), showing that an excitation of 10 kcal mol\(^{-1}\) is not so large a perturbation as to make the CH response nonlinear.

Figure 3 shows that neither of the LRT correlation functions – in either the presence or absence of c-C6H11, fully explains the observed decay trace following (R1). At short times, it appears that LRT for the HCN-cyclohexyl complex correctly captures the physics, while at longer times, the decay approaches the LRT predictions for HCN decay in neat CH2Cl2. The question that arises is as follows: Why is there such an apparently strong violation of simple LRT for relaxation of the CH mode when HCN is formed in (R1) – and specifically, why is the energy relaxation at short times following reaction so much faster than at longer times? The answer lies in recognizing that we must not only consider energy deposition in the nascent HCN formed in (R1), but also in its c-C6H11 co-product. Accordingly, we used the normal mode projection algorithm described above to examine \( E_{c-C_{6}H_{11}}(t) \), the time dependent vibrational energy content of c-C6H11 following its formation in (R1). The results averaged over 250 reactive trajectories in both the gas phase and in CH2Cl2 solvent are shown in Figure 4.

![Figure 4](image)

**Figure 4.** Comparison of the total vibrational energy of the nascent c-C6H11 in both the gas phase and solution phase reactive dynamics simulations. The solution phase panel shows the fit (dashed line) obtained using the simple energy flow kinetic model described in the text

Whereas \( E_{c-C_{6}H_{11}}(t) \) is more or less constant with time in gas phase simulations (right hand panel), it shows a significantly different energy profile in the solution phase dynamics (left hand panel), with a rise at short times followed by a subsequent decay. The profile of \( E_{c-C_{6}H_{11}}(t) \) following (R1) may be reasonably well described by the following simple irreversible kinetic scheme, which maps the flow of excess vibrational energy between HCN, c-C6H11, and the CH2Cl2 solvent bath:

\[
\begin{align*}
E_{CH}(t) &= E_{CH}(t) + E_{c-C_{6}H_{11}}(t) + E_{diff}(t) \\
E_{c-C_{6}H_{11}}(t) &= E_{c-C_{6}H_{11}}(t) - E_{CH}(t) + E_{diff}(t)
\end{align*}
\]

where \( k_{VET} \) is the rate coefficient for flow of excess CH stretching vibrational energy, \( E_{CH} \), from HCN to c-C6H11; \( k_{s} \) is the rate coefficient for flow of CH stretch energy from HCN to the CH2Cl2 solvent bath in the presence of c-C6H11; \( k_{s}' \) is the rate coefficient for energy flow from vibrationally excited c-C6H11 to the solvent bath in the presence of HCN, and \( \tau_{diff} \) is the time at which the HCN has diffused far enough away from c-C6H11 that the \( k_{VET} \) and \( k_{s} \) pathways effectively shut off. Energy transfer from HCN to solvent in the absence of c-C6H11, as shown in Fig. 3, is slow enough to be neglected at times smaller than \( \tau_{diff} \). The rate equations that make up the kinetic mechanism for mapping energy flow in the immediate aftermath of (R1) may be solved using an integrating factor to give an analytic solution for the ensemble-averaged time dependent energy in c-C6H11:

\[
E_{c-C_{6}H_{11}}(t) = E_{c-C_{6}H_{11}}(0) - \langle E_{c-C_{6}H_{11}} \rangle - A
\]

The left hand panel of Figure 4 shows fits obtained using Eq 2 with the following constraints: (i) \( k_{VET} + k_{s} \) is equal to \( 1/\tau_{c} \) (where \( \tau_{c} \), shown in Figure 3, is the time constant for energy decay from the nascent HCN following abstraction), and (ii) the average initial energy \( \langle t = 0 \rangle \) in the c-C6H11 fragment is 28.8 kcal mol\(^{-1}\). The parameters producing the fit are in Table 1.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( k_{VET} )</td>
<td>0.076 ps(^{-1})</td>
</tr>
<tr>
<td>( k_{s} )</td>
<td>0.067 ps(^{-1})</td>
</tr>
<tr>
<td>( k_{s}' )</td>
<td>0.030 ps(^{-1})</td>
</tr>
<tr>
<td>( E_{CH}(0) - E_{CH}(\tau_{diff}) )</td>
<td>6.0 kcal mol(^{-1})</td>
</tr>
<tr>
<td>( \langle E_{c-C_{6}H_{11}} \rangle )</td>
<td>27.6 kcal mol(^{-1})</td>
</tr>
</tbody>
</table>

**Table 1.** Parameters obtained from fitting the Figure 4 data using Eq (2)

The values of the rate coefficients in Table 1 show that the fast energy transfer from HCN to c-C6H11 has a time constant of \( \sim 15 \) ps, during which time the relative separation between the HCN and c-C6H11 centers of mass following (R1) increases from an initial value of \( \sim 5 \) Å to \( \sim 6.3 \) Å. Another interesting fitting result is the fact that the rate coefficient for energy transfer from HCN to solvent in the presence of c-C6H11, \( k_{s} \), is similar in value to \( k_{VET} \). While a reasonable, albeit much less accurate fit can be obtained by setting \( k_{s} = 0 \) (see SI), this suggests that c-C6H11 serves two roles with respect to HCN energy relaxation: it is an efficient acceptor of vibrational energy from HCN, and it also mediates efficient energy transfer from HCN to the CH2Cl2 solvent.19,20 The difference between \( E_{CH}(0) \), which is \( \sim 10.5 \) kcal mol\(^{-1}\), and \( E_{CH}(\tau_{diff}) \) is \( \sim 6 \) kcal mol\(^{-1}\), in reasonable agreement with extrapolation of the \( \tau_{c} \) decay in Figure 3 to \( t = 0 \).
A microscopic picture of post reaction energy transfer thus emerges: immediately following reaction, the vibrational energy distributions in both HCN and c-C\textsubscript{4}H\textsubscript{11} are similar to their gas phase values. At short times, energy relaxation of the nascent HCN is efficient given its proximity to c-C\textsubscript{4}H\textsubscript{11}, which soaks up vibrational energy from the HCN, and also facilitates energy transfer to the solvent. In this regime, the LRT correlation function obtained from locking HCN and cyclohexyl in close proximity gives a good representation of the dynamics. As the HCN and c-C\textsubscript{4}H\textsubscript{11} diffuse away from one another, HCN energy relaxation to the solvent bath becomes less efficient, approaching the relaxation that would be expected on the basis of the LRT correlation functions obtained in neat CH\textsubscript{2}Cl\textsubscript{2}. In the wake of (R1), the hot nascent HCN moves between the limits of these two LRT regimes.

**Experimental Observations**

Having established that the HCN decay follows multiple timescales and the corresponding inadequacy of a simple time-stationary LRT treatment, we revisited the experimental data in Figure 2a. A simple improvement of the kinetic model in Figure 2a is shown in Figure 5a. It incorporates the two different LRT regimes which the HCN experiences in the wake of (R1). The first occurs when the nascent HCN undergoes efficient energy relaxation within a caged super-molecular post-reaction complex with c-C\textsubscript{4}H\textsubscript{11} (R in Figure 5a). The second occurs when the super-molecular complex has undergone diffusional dissociation into the solvent. Figure 5a model includes two parameters beyond those in Figure 2a: (i) \(k_8\), which is a rate coefficient representing transfer from the HCN-cyclohexyl LRT regime to that in the bulk solvent as a result of diffusion, and (ii) \(s\), which accounts for the fact that HCN energy relaxation in the presence of c-C\textsubscript{4}H\textsubscript{11} is \(s\) times faster than in free CH\textsubscript{2}Cl\textsubscript{2}.

Using the kinetic model in Figure 5a, we refit the experimental data using a numerical integration procedure. The fit is shown in Figure 5b, and the floated average parameters obtained from fits carried out on different data sets are given in Table 2.

![Figure 5a. Kinetic model which accounts for the different LRT regimes that HCN experiences. Grey represents dynamics when the nascent HCN is complexed to R (c-C\textsubscript{4}H\textsubscript{11}) with the initial solvent cage, the dashed line represents diffusion of HCN away from R with rate coefficient \(k_8\), and black represents subsequent dynamics of HCN in the bulk solvent. * has the same meaning as in Figure 2a.](image)

![Figure 5b. Same as Figure 1, with the difference that the solid lines now show the fit obtained using the improved kinetic model in Figure 5a.](image)

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>(k_1)</td>
<td>((2.20 \pm 0.25) \times 10^{-2}) ps(^{-1})</td>
</tr>
<tr>
<td>(k_2)</td>
<td>((4.56 \pm 0.69) \times 10^{-3}) ps(^{-1})</td>
</tr>
<tr>
<td>(k_3)</td>
<td>((2.17 \pm 1.10) \times 10^{-3}) ps(^{-1})</td>
</tr>
<tr>
<td>(k_4)</td>
<td>((9.86 \pm 0.83) \times 10^{-4}) ps(^{-1})</td>
</tr>
<tr>
<td>(s)</td>
<td>(10.9 \pm 1.7)</td>
</tr>
<tr>
<td>(k_6)</td>
<td>((8.89 \pm 2.86) \times 10^{-2}) ps(^{-1})</td>
</tr>
<tr>
<td>(k_8)</td>
<td>((7.80 \pm 1.03) \times 10^{-3}) ps(^{-1})</td>
</tr>
<tr>
<td>(k_9)</td>
<td>((3.64 \pm 0.67) \times 10^{-4}) ps(^{-1})</td>
</tr>
</tbody>
</table>

**Table 2. Parameters obtained from average fits over a number of experimental data sets using Figure 5a; errors are 95% confidence limits**

At long times, the results of fitting Figure 5a to the time-resolved experimental data differ little from those obtained with Figure 2a. The real improvement, shown in Figure 5b, is that Figure 5a provides a significantly better representation of the short-time HCN (000) and HCN (010) population inversions – an improvement which is exactly within the time domain where our previous time-stationary LRT fitting procedure was most inadequate for describing HCN energy relaxation in the presence of c-C\textsubscript{4}H\textsubscript{11}. The parameters in Table 2 indicate that the respective branching ratios for the pathways corresponding to \(k_1\), \(k_2\), \(k_3\), and \(k_4\) are 0.74, 0.16, 0.07, and 0.03, suggesting (R1) predominantly forms HCN which has both bend and stretch excitation, in good agreement with detailed analyses of the energy deposition in HCN obtained from both gas and solution phase molecular dynamics simulations.\(^{14}\) The rate coefficient for diffusion of HCN away from c-C\textsubscript{4}H\textsubscript{11} in CH\textsubscript{2}Cl\textsubscript{2}, \(k_8\), is compatible with experimental measurements of the self-diffusion coefficient of CH\textsubscript{3}Cl\textsubscript{2} at 298K.\(^{15}\) Over a time of \(1/k_6\), the one-dimensional CH\textsubscript{3}Cl\textsubscript{2} self-diffusion distance is on the order of 6 Å. The scaling factor, \(s\), has a best fit value of \(10.9 \pm 1.7\). Within error bars, this is within a factor of two of the value of \(29.1 \pm 4.8\) suggested by the MD results in Figure 3. This level of agreement is reasonable, considering the approximations we have made in treating the energy transfer process with classical mechanics and an MMFF force field.

**Discussion and Conclusions**

The combined theoretical and experimental work presented herein shows that ultrafast experimental observations of energy relaxation of HCN in the wake of a solution phase bimolecular
reaction occurs on multiple timescales. There are two relevant LRT limits – one for a solvent caged HCN-cyclohexyl complex, and one for HCN in bulk CH₂Cl₂. As HCN diffuses out of the solvent caged supermolecular co-product complex into the bulk, the structure of its effective solvent environment changes, and the initial energy transfer efficiency diminishes. For the reverse reaction, which has a much higher barrier, microscopic reversibility dictates that similar effects will occur in the supermolecular reactant complex.

This work provides an exciting link between results obtained from MD simulations, and what appear to be implicit experimental observations of ultrafast solvent structural dynamics. It sheds light on the microscopic origins and time dependence of energy transfer in chemical reactions, and suggests that: (i) kinetic models derived from a simple time-independent LRT approach are not necessarily transferable to systems that feature atomic reaction dynamics, and more sophisticated treatments are required; (ii) models which represent energy relaxation in terms of time-averaged collision frequencies and energy transfer probabilities – e.g., isolated binary collision models – may not be accurate in the limit of very short times following (or before) a bimolecular or unimolecular dissociation reaction unless they are modified to account for changes in solvent structural dynamics; and (iii) energy transfer and subsequent chemical reactions that follow on from solution phase bimolecular reactions and unimolecular dissociations in solution are sensitive to the lifetime of solvent caged supermolecular complexes, whose energy transfer properties may be significantly distinct from the bulk on ultrafast timescales.

Recently, Strat and co-workers have argued that the relaxation of rotationally excited CN to equilibrium following ICN photodissociation in an Ar solvent is characterized by two different timescales. The origin of these timescales is related to the efficiency with which the rotationally hot CN is capable of perturbing the solvent structure: at very short times, when the Ar is relatively unperturbed from its equilibrium structure, relaxation is fast, and well-described by LRT. After the hot CN has locally perturbed the solvent structure by effectively cutting out a solvent bubble in which it can rotate almost freely, relaxation is significantly slower. This work presents a sort of vibrational analogue to those observations, with HCN relaxation moving between two different regimes depending on the solvent structure in which it is embedded. The goodness of the biexponential fit in Figure 3 suggests that the switching between LRT domains is relatively abrupt.

Sophisticated experimental and theoretical methods are increasingly revealing the details of time resolved chemical dynamics in solution in order to better understand how these impact on mode-selective chemistry, biochemistry, and the outcomes of chemical reactions. In that context, this work represents a step toward revealing fundamental microscopic details of condensed phase thermal reaction dynamics, and delineating appropriate regimes for applying models as widespread as LRT – especially given that the vibrational energies in our system are rather characteristic of typical thermal reaction energies encountered in a wide range of systems spanning synthetic and biochemistry.
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