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Abstract

Atom Probe Tomography (APT) is becoming increasingly applied to understand the relationship between structure and composition of new alloys at the micro- and nano-scale and their physical properties. Here, we use APT datasets from two modern aerospace alloys to highlight the detailed information available from APT analysis, along with potential pitfalls that can affect data interpretation. The interface between two phases in a Ti-6Al-4V alloy is used to illustrate the importance of parameter choice when using proximity histograms or concentration profiles to characterise interfacial chemistry. The higher number density of precipitates and large number of constituent elements in a maraging steel (F1E) present additional challenges such as peak overlaps that vary across the dataset, along with inhomogenous interface chemistries.
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1. Introduction

Detailed characterisation of the atomic architecture of engineering materials is of critical importance for improving their functional and structural properties. For this, atom probe tomography (APT) provides a unique insight into the 3D chemical distributions at a scale that most current electron microscopes cannot routinely achieve.¹ A key strength of APT is the identification of specific interfaces and characterisation of their chemistry, for example, precipitate-matrix interfaces, grain boundaries, or surface oxide-metal interfaces.

An example where such detailed interfacial analyses are playing a vital and rapidly expanding role in is the development of the next generation of aerospace alloys.² To fully optimise the alloy performance, understanding the interactions between different elements at the atomic-level is imperative. Even slight changes in overall chemical composition or heat treatment can have a dramatic influence on the structure and composition of precipitates, phases and grain boundaries, which in turn control the material properties. Few other techniques have the
combined spatial resolution and chemical sensitivity to correlate subtle changes in microstructure to this behaviour. In parallel, APT is also underpinning improved understanding of how current generation aerospace alloys perform under the environmental conditions experienced in service.

Standardised specimen preparation techniques, improved instrumentation and straightforward software for APT reconstruction, visualisation and analysis, have made APT a routine tool to understand complicated microstructures such as those found in aerospace alloys. However, the correct application of the various analysis methods on offer is non-trivial, in particular when analysing compositional changes at material interfaces. The aim of the present article is to present two examples of APT analyses on aerospace alloys, along with reviewing some potential problems and missteps in the analysis that can have important ramifications for the accuracy of data interpretation.

The two classes of aerospace alloys explored in this paper are a titanium alloy (Ti 6-4) and a maraging steel (F1E). Titanium-based alloys are extensively used for structural components in aircraft frames, engine fan blades and their casings due to their high specific strength, damage tolerance and good corrosion resistance. The ratio of the α, β phases, as well as the presence of unwanted ω and Ti₃Al phases, play a key role in controlling the mechanical and thermal properties of these alloys. Characterising and controlling the distribution of these phases as well as the roles of interstitial species such as oxygen in Ti 6-4 by APT continues to help better understand their role on the critical mechanical properties.

Along with developments on novel Ti alloys, work continues on refining steel alloys for high stress environments in gas-turbine engines. For instance, F1E is a new maraging steel alloy designed to act as a continuous element all the way along a central shaft in future engines. The proposed reduction in engine diameter will lead to weight reductions and greater thermal and propulsion efficiency, but also increase the operational temperature and stresses. The latter both require careful design of the microstructure to prevent creep degradation. These maraging steels have several competing types of precipitates that determine their mechanical properties, the smallest of which are difficult to characterise using any other technique than APT.

Although APT is an incredibly powerful tool to analyse the complex microstructures that modern alloys rely on for their advanced physical properties, the interpretation of the data produced is not always straightforward, and attention has begun to turn towards addressing this in the literature. Datasets can consist of tens or even hundreds of millions of atoms, and choosing the correct parameters for analysing interfacial chemical profiles is vital to ensure small changes in chemistry between phases are accurately characterised. In addition, the mass spectra from modern alloys include contributions from multiple elements, and individual isotopes of these may overlap with each other. A further complication arises when a peak identified in the mass spectrum containing overlapping isotopes is present in two different phases; the elements contributing to the overlap may in some cases differ between each phase.
This paper aims to identify several such pitfalls that can commonly occur in aerospace alloys, with the intention of improving understanding of the use of interfacial analysis in APT.

2. Materials and Methods

The titanium alloy characterised in this study was Ti 6-4, containing 6 wt.% Al and 4 wt.% V, with around 1800 ppm O expected. A section of uni-directional (UD) rolled plate Ti 6-4 as manufactured by TIMET was supplied by Rolls-Royce Plc. This was prepared by double Vacuum Arc Remelting (VAR), followed by beta forging and subsequent alpha beta forging. The samples were then alpha beta rolled to produce plate. Afterward the material was creep flattened, machined, pickled and inspected before a heat treatment at 550°C for 28 days.

The second alloy studied was a maraging steel, F1E. This alloy contains (all wt.%) 68.1% Fe, 6.99% Ni, 9.90% Cr, 8.02% Co, 2.75% Mo, 2.43% W and 1.80% Al. The alloy was vacuum induction melted by Tata RD&T Swindon technology centre into 60kg ingots and then hot forged into 50mm x 50mm square bars. The forged bars were solution heat treated in vacuum at 1200 °C for 48 hours followed by an Argon gas quench. Following this, the material had had a two-step heat treatment - firstly an 825 °C austenisation for 2 hours followed by ageing at 560 °C for 5 hours.

All APT experiments were performed using a Cameca LEAP 3000X HR commercial atom probe instrument. Specimens were run in laser-pulsing mode, at a base temperature in the 40–55K range, a laser pulse energy of 0.2–0.4nJ and a pulse repetition rate of 200 kHz at a wavelength of 535nm.

Specimens were prepared via Focused Ion Beam (FIB) using the liftout and annular milling method described by Thompson and co-workers.20–22 FEI Helios NanoLab Dual Beam and Zeiss NVision FIB instruments were used to produce needle-shaped specimens with tip diameters of approximately 50nm suitable for APT analysis.

3. Results and Discussion

3.1 Ti 6-4 alloy – example of a simple two phase boundary in APT

Firstly we examine the Ti 6-4 alloy following 28 days heat treatment, which has a relatively simple two-phase microstructure. Approximately half of all titanium used in aerospace is in the form of Ti 6-4,5 and controlling the ratio and composition of the α- and β-phases is important to the resulting properties of the alloy. Figure 1 shows an SEM photomicrograph of the Ti 6-4 microstructure in the specimen studied, showing a majority of equiaxed α grains with lighter coloured platelets of β-phase between the α grains.
Figure 1: Scanning Electron Micrograph image at 1200x showing the grain structure of Ti 6-4 after 28 days heat treatment at 550°C. The α- and β-phases are labelled.

In Figure 2 a series of atom maps from a single APT reconstruction of a needle specimen of the same Ti 6-4 material are presented. This type of visual representation is the simplest way that APT contributes to the study of these materials. The first atom map in Figure 2(a) shows all of the ions, with each dot representing an atom, and each colour corresponding to a ranged element. Two phases are clearly observed, the associated change in chemistry indicated by the colour change halfway down the specimen.
Figure 2: (a) Atom map of Ti 6-4 alloy with beta and alpha regions. (b) Individual atom maps for the principle elements in the alloy - Ti, Al and V. (c) Other minor elements showing significant segregation – Fe, O and N.

In Figure 2(b) and (c), the overall atom map from Figure 2(a) is split into spatially-resolved maps for each element. The number of atoms visualised in each case is limited to no more than 100,000 for ease of comparison. As expected, Al and V segregate in different directions into the two different phases. Thus the upper phase with enriched V and depleted Al can be identified as the edge of a β-phase precipitate, whilst the lower section is the more prevalent α-matrix.

For the minor elements, the overall dataset reveals 1.07 at.% Fe, 0.67 at.% O (in the form of TiO complex ions) and just 0.23 at.% N. Despite the low percentages of these elements, the APT data clearly shows marked segregation behaviour of the minor species that could be significant to the performance of the alloy – Fe and N are clearly segregated to the β-phase, whilst O is mainly found within the α-phase, aside from a small amount at the top of the tip which can be ascribed to surface oxidation. Precise measurements regarding the overall composition of the two phases can be extracted from this APT data. By separating the dataset into the α- and β-phases, the respective compositions are shown in Table 1. The most notable feature of this is just how much higher the concentration of V in the β-phase is, compared to the nominal composition and to the amount in the α-phase. Considering from Figure 1 that the β volume fraction is relatively low, this segregation can be understood more clearly. The possibility that
the N content is higher in the β-phase rather than the α-phase is also intriguing, as traditionally nitrogen has been considered to favour the α-phase.\textsuperscript{23}

<table>
<thead>
<tr>
<th>Element</th>
<th>Nominal bulk composition (wt.%)</th>
<th>α-phase composition (wt.%)</th>
<th>β-phase composition (wt.%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ti</td>
<td>87.6%</td>
<td>90.4%</td>
<td>66.2%</td>
</tr>
<tr>
<td>Al</td>
<td>5.5-6.75%</td>
<td>5.72%</td>
<td>1.42%</td>
</tr>
<tr>
<td>V</td>
<td>3.5-4.5%</td>
<td>3.18%</td>
<td>27.6%</td>
</tr>
<tr>
<td>O</td>
<td>&lt;=0.2%</td>
<td>0.29%</td>
<td>0.11%</td>
</tr>
<tr>
<td>Fe</td>
<td>&lt;=0.4%</td>
<td>0.06%</td>
<td>3.91%</td>
</tr>
<tr>
<td>N</td>
<td>=0.05%</td>
<td>0.04%</td>
<td>0.14%</td>
</tr>
</tbody>
</table>

Table 1: Nominal composition of the Ti 6-4 alloy, together with the α- and β-phase compositions taken from the atom probe dataset. The atom probe data has been converted to weight % for ease of comparison.

### 3.2 Parameter selection in interfacial chemistry analysis

As well as providing information on the composition of phases in a material, APT can also provide high-resolution information about the change in composition across the interface between two phases, grains or between precipitates and matrix regions. As such interfaces often play a significant role in how the material performs under stress and corrosive conditions, the insights that APT can provide are of significant interest in the study of new alloy microstructures and in understanding damage such as stress-corrosion cracking.\textsuperscript{24,25}

There are a number of different ways to analyse the composition across interfacial regions between phases or precipitates in an atom probe reconstruction, but there is no standard protocol for how to use them.\textsuperscript{26,27} For instance, a one-dimensional concentration profile plotting the local composition across a cylindrical or cuboidal region of interest positioned running through the interface is simple to administer and adjust, but is less accurate across interfaces that are non-planar. An alternative is to use an iso-concentration surface (isosurface), highlighting regions where the concentration of a desired element is above a certain concentration, and following this by plotting a proximity histogram (proxigram) to give a concentration profile as a function of distance either side of the interface defined by the isosurface.\textsuperscript{28,29}
Figure 3: Illustration of the two primary interface analysis tools in APT. (a) the cylindrical region of interest used to create a one-dimensional concentration profile and (b) a 12.7 at% V isosurface used to create a proximity histogram.

Figure 3 shows examples of these different ways of getting compositional information across an interface between different phases. Figure 3(a) shows a cylindrical region-of-interest (ROI) placed across the interface between the α- and β-phases. Once the ROI is appropriately sized, located and oriented it can be used to create a 1D concentration profile down the length (z-axis) of the cylinder, as shown in Figure 4.
Figure 4: 1 dimensional concentration profiles across the z-axis of the cylindrical region of interest shown in Figure 3. (b) is zoomed 20x to show minor elements.

Figure 4 shows a one-dimensional concentration profile along the z-axis of the cylindrical region of interest shown in Figure 3(a). This method provides a quantitative analysis of the chemical
partitioning to complement the preliminary conclusions provided by the atom maps in Figure 2. The α-phase consists of approximately 87 at.% Ti with 10 at.% Al and 2.5 at.% V, with oxygen present at around 0.85 at.%. In the β-phase, the Ti content falls to around 67 at.%, the Al content drops to approximately 2.9 at.%, whilst the V content increases dramatically to 26 at.%, with a slightly higher concentration at the boundary between the two phases. Fe increases to around 3 at.% in the beta phase from a negligible concentration in the α-phase, whilst N content increases and O content falls significantly in the β-phase, with a possible segregation of N observable at the boundary between the two phases.

The 1D concentration profile is a powerful tool to assess compositional changes between phases and thin layers of differing composition. However, choosing the right parameters that underpin the application of this analysis is critical to create an accurate description of the compositional change. Here we illustrate the importance of optimising the parameter selection.

To show the parameter dependence on accurate 1D concentration profiles, we generated artificial atom probe datasets using a MATLAB script that generates a list of atomic positions, where all atoms sit on a face-centered cubic lattice with a fixed lattice parameter (here 0.357 nm)\textsuperscript{30,31}. Each atom in the list is then attributed a mass-to-charge ratio. A different mass-to-charge ratio can be attributed based upon a set of criteria, i.e. their location with respect to an interface, allowing the introduction of different atomic species within the volume. For the purposes of this study further randomisation of the atomic position to account for the spatial resolution and detector efficiency were not implemented, with every atom retained and located on a perfect lattice.

![1D concentration profiles](image)

*Figure 5: 1D concentration profiles through a computationally simulated A-B interface, with a monolayer of C lying at the interface. Each curve uses a different set of parameters for the concentration profile, indicating the importance of correct implementation of the 1D profile tool.*
The dataset was generated with an interface at 45 degrees between elements A (in blue) and B (in red), as shown inset to Figure 5. At the interface sits a monolayer of C (in green). A 5x5x10 nm cuboidal region-of-interest has been positioned in the centre of the dataset and aligned with the long axis normal to the interface. Making use of the standard commercial APT software (Cameca IVAS 3.6.6), four different profiles were computed using different binning parameters, which are compared in the main part of Figure 5. The initial profile, as demonstrated by the black dotted line in Figure 5 and called Preview in IVAS, makes use of a very coarse binning (1.5 nm) and the presence of the monolayer of C is effectively not detected.

Figure 5 also indicates that if smoothing is applied to the profile, it must be undertaken with care. Whilst all three other curves pick up the increase in C concentration, the dark green profile, which uses a fixed sample count of 1000 atoms and 100 atoms per step, broadens the distribution of the C layer unrealistically, with a composition of approx. 28% and an intermixing of A and B. The other two profiles, in light green and brown, use step sizes of 20nm and 0.2nm respectively, and both correctly identify the complete C monolayer, with the composition reaching 100% over a distance corresponding to approximately an interplanar spacing. Although this issue is well known to more experienced atom probe users, the common mistake of incorrect parameter choices can lead to composition profiles that appear to either be overly smoothed or with a bin size too large to reflect the actual changes in composition at the scale of the features of interest.

An alternative to the 1D concentration profile is to use a proximity histogram, where the interface is mapped by an iso-concentration surface for an appropriate element, followed by the plotting of the localised composition as a function of increasing perpendicular distance away from both sides of the interface. This proximity histogram has the benefit of eliminating the shape of the interface from consideration, and if combined with the correct parameters can result in sharper profiles across the interface than for the 1D concentration profile. The increased area of the interface sampled and hence increased statistics are especially useful when tracking the behaviour of low concentration components across the interface. Figure 3 (b) shows the alternate approach as applied to the Ti-6-4 specimen. As vanadium is the element that changes concentration most between the two phases, an iso-concentration surface using this element has been created. The level of concentration displayed within the surface can be varied until it best highlights the interface. In this case a 12.7% V isosurface has been selected and used to create the proxigram shown in Figure 6.
Figure 6: Proxigram of Ti 6-4 sample through the interface highlighted in Figure 3 (b). (a) shows the full range of concentrations whilst (b) zooms in x20 to show elements with less than 5 at.% concentration.
Figure 6(a) shows the proxigram across 20nm of the interface between the α- and β-phases displayed in Figure 3(b) for all elements, whilst Figure 6(b) is magnified by 20x to focus on the minor elements segregating to both phases and the boundary. As with the 1D concentration profile we see a shift from a high titanium and aluminium region in the α-phase, to much higher vanadium and iron content within the β-phase, with accompanying change in minor elements such as O and N, which segregate in opposite directions. Compared to the one-dimensional profile shown in Figure 4, the proxigram in Figure 6 has a sharper interface, and the spike of N at the boundary is much more easily distinguished.
(a) A 3D diagram showing the distribution of elements A and B with a concentration of 30 at. % B.

(b) A graph showing the composition (at. %) as a function of distance (nm) for different samples labeled as all, P1, P2, P3, and all-0.5-1.5xyz.

(c) Another graph depicting the composition (at. %) vs. distance (nm) for P3, P3-1.3xyz, P3-5-1.5xyz.
Figure 7: (a) simulated dataset with 10 particles of species B (red spheres) in a matrix of species A (blue dots). A 30 at.% B isoconcentration surface (green) highlights particles. (b) Proxigram for three different particle sizes, as well as an average across the three particles, showing the shift in interface position. (c) Proxigram of B for different grid parameters of the largest of the three particles circled in (a).

The correct use of proxigrams for interfacial analysis can still present challenges, as proxigrams are also parameter-dependent. Proximity histograms are computed from isoconcentration surfaces that are placed on a grid superimposed to the dataset and smoothed by a delocalisation process.\textsuperscript{28,29} To highlight the issues associated with such an approach, we have again generated a simulated APT dataset using similar parameters to the method used for the concentration profile described above. In this case, as shown in Figure 7(a), the simulated dataset consists of 10 particles of pure element B, varying in size from 0.55nm to 3.55nm, within a matrix of element A. A single 30% B isoconcentration surface highlights the edge of these particles\textsuperscript{32}, and has been used to create proxigrams for each individual particle, as well as proxigram profiles averaged across all of the particles.

To investigate the influence of parameter selection, initially the current default parameters of the software were implemented, which corresponds to an xyz grid of 1 x 1 x 1 nm and delocalisation of 3 x 3 x 1.5 nm. Three particles with radii of approximately 3.55, 2.55 and 1.55 nm were selected, as circled in orange, yellow and purple in Figure 7(a), and labelled as P1, P2 and P3 in Figure 7(b). Because the three particles are of different sizes but use the same grid, the relative positions of the interfaces for P1, P2 and P3 on the proxigram in Figure 7(b) shifts the position of the interface as defined by the isoconcentration surface so that it is not always at zero.

A significant issue arises when a single proxigram is computed to describe an average interface for particles in the system in general. This is an option provided by the software and one frequently implemented. Effectively, it is equivalent to summing individual proxigrams for each different sized particle, and in this case results in the artificially broad interface labelled ‘all’ in Figure 7(b). This profile could be erroneously interpreted as an intermixing between the precipitates and the matrix, but it is simply an artefact linked to its computation across particles of different sizes.

Additionally, to show the effect of the grid parameters, two additional proxigrams were computed for P3, the first with an xyz grid size of 1 x 1 x 1 nm and an isotropic delocalisation of 3 nm and the second with a different grid size of 0.5 x 0.5 x 0.5 nm and an isotropic delocalisation of 1.5nm. Figure 7(c) shows how the gradient of the proxigram for the ‘P3’ and ‘all’ profiles depends on the grid size and delocalisation parameters in Figure 7(c), and it is clear using the higher delocalisation in particular results in an overly broad interface that leads to erroneous profiles and compositional analysis.

3.3. F1E Maraging Steel – An example of more complex microstructure in APT
In alloys containing more elements, like the maraging steel F1E, the microstructures can be more complicated, and the relatively straightforward analysis shown for the Ti 6-4 interface is not sufficient to obtain the correct interface chemistry, even if the parameters used for the 1D concentration profile or proxigram are correct. Figure 8 shows a typical atom map for F1E after austenisation at 825°C for one hour and ageing at 560°C for five hours. A high number density of precipitates within the atom probe dataset are visible. These precipitates are primarily of two types – NiAl β-phase precipitates around 5nm in size, as well as larger Laves phase precipitates rich in Mo, W and Cr. The β-phase precipitates are vital to the structural properties of the alloy as they act as barriers to dislocation migration, but due to their size and the similar contrast of Ni, Al and Fe in an electron microscope, they are difficult to see in TEM. APT is therefore one of the few techniques able to examine these important features.

Figure 8: (a) atom map of an aged F1E steel, (b) individual atom maps for the matrix and NiAl β-phase precipitates forming elements, (c) Laves phase forming elements and (d) isoconcentration surfaces of 5% Mo indicating the position of MoW-rich Laves phase (red) and 13% Ni indicating the position of smaller NiAl-rich β-phase precipitates (green).

Due to the large number of precipitates in this analysis volume, a simple proximity histogram approach is inappropriate when studying the chemistry of boundaries, and a more statistical approach comparing the composition of the precipitates to their size must be performed.
3.4. Variation in the identity of a mass/charge peak across an interface

However, as with the previous two materials, there are some issues that complicate the analysis of this dataset. The first is a significant overlap in the APT mass-to-charge-state ratio spectra for F1E between $^{54}\text{Fe}^{2+}$ and $^{27}\text{Al}^+$ ion isotopes. In the bulk composition of the material, there is much higher Fe content than Al, however almost all of the Al is present in the β-phase precipitates, where there is comparatively little Fe. This result is that specifying the 27 Da peak in the mass spectrum as either one of these isotopes will yield an incorrect composition on either side of the β-phase-matrix interface.
Figure 9 – Proxigrams across the boundary between the aged F1E matrix and several β-phase precipitates of the same size, illustrating the critical importance of ranging to correct
compositional information. In Figure 9(a), the 27 Da peak is ranged as Al, whilst Figure 9(b) shows the same data but with the 27 Da peak ranged as Fe. The dashed light blue line on each figure shows the computationally predicted Al concentration in the matrix and β-phase precipitate respectively.

Figure 9 graphically illustrates this point by showing proxigrams across the boundaries of several β-phase precipitates of a similar size (to avoid the issue with smoothing discussed earlier). The dashed line shows the expected concentration of Al in both the matrix and β-phase precipitates after the applied heat treatment, as calculated from MatCalc software and the MC_FE_2.009 database. If, as in Figure 9(a), the 27 Da peak is ranged as Al, the composition of the NiAl precipitate (right hand side of graph) is approximately 34 at.%, slightly above the computationally predicted value of 31.1 at.%, the difference due to the relatively small fraction of the 27 Da peak belonging to Fe. However, in the matrix the Al content of 7 at.% is much higher than the 0.5 at.% level predicted computationally, as the vast majority of the ions in the matrix with a mass/charge ratio of 27 Da are Fe.

When the 27 Da peak is ranged as Fe, as in Figure 9(b), the Al composition in the bulk is too low at 0.2 at.%, and only rises to around 2% in the NiAl precipitates, which is obviously incorrect. Although a peak deconvolution algorithm in the IVAS software can be applied to estimate the relative contributions of Al or Fe to 27 Da, this is generally applied to the bulk composition measurement, but not to discriminate chemical identity on an atom-by-atom basis. Hence it does not account for partitioning of certain species to secondary phases, and in particular the concentration profile at the interface between two different regions of the microstructure. Thus in this case the accuracy of the proxigram analysis remains limited.

Other researchers have suggested a location-specific chemical ranging to deal with this issue. For example London et al. developed a computational approach to isolate localised spatial regions of the data (in that case these were regions identified as solute clusters or precipitates). In that work, the mass-to-charge-state spectrum due to ions solely in each region was isolated, and the peak deconvolution was applied. Hence the peak deconvolution process was correlated to the local chemistry of a region of the microstructure, greatly increasing the accuracy of the compositional analysis within each volume.

Alternatively, in the analysis of the F1E steel in Figure 8, the precipitate and matrix regions could simply be isolated and separated into two datasets, then the mass spectrum ranged respectively for independent analysis of their compositions. However, the interfacial composition profile remains problematic, whether examined by 1D concentration profile or proxigram. Given sufficient statistics, such as in the local-ranging method described above, the mass spectrum from each of the bin of the proxigram could be analysed individually and contributions to the 27 Da peak deconvolved. However this approach has yet to be robustly demonstrated. Smaller bins in the proxigram analysis increase spatial accuracy, however the trade-off is the requirement of sufficient ions to be contained within each bin to be able to make an accurate deconvolution of each point. Choosing wider bin sizes for improved
deconvolution statistics risks smoothing the profile to the point that the data is obscured. When this occurs in a dataset, this is a difficult problem to wholly address, and requires continued development of new location-specific ranging tools.

3.5. Analysis of the interface of a precipitate with inhomogenous neighbouring regions

Analysis of the composition of the Laves phase in the aged F1E maraging steel is also complicated by the fact that whilst the internal composition of the particle is homogenous, the surface content varies widely, both from particle to particle, but also sometimes across the surface of a single particle. As a result, the traditional proximity histogram used for isoconcentration surfaces is not appropriate, as the resulting profile would average regions of the same surface of differing composition. Instead, an ROI-based approach using several 1D concentration profiles must be implemented.

Figure 10: Close up of a Laves phase particle in F1E maraging steel, where several NiAl β-phase precipitates are present close to the interface between the Laves particle and the matrix. Arrows marked 1 and 2 are present to indicate the direction of the cylinder ROIs used for the two one-dimensional concentration profiles shown in Figure 12(a) and (b) respectively.
Figure 10 highlights an example Laves phase particle in red, Cr-rich regions in pink and Ni precipitates in green, with a fraction of Fe atoms shown. One dimensional concentration profiles have been used to analyse the composition through ROI cylinders intersecting the Laves-matrix at two different places on the surface of the Laves, as indicated by arrows 1 and 2 on Figure 10. As discussed earlier, getting the correct parameters for this process is important to achieving an accurate composition profile – too low sampling and interesting features are smoothed out, whereas too high sampling means the graph is dominated by noise. In this case, a 3D grid of 1x1x1nm and a delocalisation of 3nm was used, and a fixed sample count of 2000 atoms, with 200 atoms per step, gave the best quality profile.

Figure 11(a) shows a region of the Laves phase where the surface is enriched with Cr, marked as arrow 1 in Figure 10. Although there is also around 15% of Cr in the centre of the Laves phase, at the interface with the matrix this rises to 22%, whilst the level of Mo and W begins to drop to matrix concentrations.
Figure 11 – 1D concentration profile showing the interfacial composition of different areas of the Laves phase precipitate shown in Figure 10. (a) shows a line profile in the direction shown as arrow 1 in Figure 10, whilst (b) shows a line profile in the direction of the arrow marked as 2 in Figure 10. Both profiles use a 1x1x1nm grid with 3nm delocalisation, and a sampling of 1000 atoms with 100 atoms per step.

Figure 11(b) shows a region on the surface of the Laves particle, marked as arrow 2 in Figure 10, where there are instead elevated levels of Ni and Al. The second area is similar in composition to the β-NiAl precipitates, but with a flatter morphology adhering to the surface of the Laves. Unlike on the rest of the particle, there is no increase of Cr levels at the interface where the NiAl particle is present. If a proxigram had been used on the entirety of the Laves particle, the
presence of this β-precipitate would have been averaged across the whole surface, producing an inaccurate picture of the localised interfacial composition.

APT datasets of materials of the complexity of this aged F1E maraging steel are of huge benefit to the understanding of the microstructure that drives their mechanical and thermal properties, and to help design alloys that better cope with the stresses experienced in a future gas turbine engines, as well as countless other applications. Without visual inspection of interface surfaces to identify the correct analysis method to employ and careful consideration of the parameter choice and analysis techniques used in the interfacial chemistry, the conclusion of the analysis can be incorrect. As APT becomes a more widely used technique in material science it is vital that such powerful analysis techniques are used to their full potential.

4. Conclusions

Atom Probe Tomography (APT) is of growing importance to understanding the microstructure of new alloys for aerospace applications, as well as the impact of in-service use on their chemistry and microstructure. The atom-by-atom nature of atom probe datasets means that the spatial distribution of elements across interfacial boundaries between grains, phases and precipitates can be mapped to very high resolution.

Although APT is a powerful and increasingly user-friendly technique, the analysis of such interfacial chemistries, whether using one-dimensional concentration profiles or proximity histograms, can present certain challenges. Choosing incorrect parameters for either method can obscure the detail present in the dataset, or cause small random fluctuations in the data to appear significant. Care must be taken to select appropriate values to ensure that the resulting compositional profile is reflective of real changes in chemistry.

In more complicated alloys where many more phases or precipitates are present, the challenges can be even more complex. Different size precipitates can have varying interfacial chemistries that may be missed if all the precipitates are analysed together. Sometimes the chemistry on the outside of a precipitate can vary due to the presence of smaller phases, which can skew a proxigram to give an incorrect average of several interfacial profiles. Meanwhile, peak overlaps between elements in the mass spectrum can also cause incorrect quantification, especially when the two overlapping elements are located in different regions of the material. Understanding some of these potential pitfalls can help to ensure that using APT gives appropriate conclusions that can further the understanding of the microstructure of many materials and applications.

There is not a single set of parameters that will fit each and every single analysis. Parameters need to be adjusted for each material and sometimes for each dataset. This has been emphasised for reconstruction parameters in several occasions over the years, but maybe not as much for data treatment. The limited extent of information available in commercial software packages combined with a lack of transparency in the literature make it very difficult to
understand the influence and hence importance of an appropriate set of parameters. The goal herein has been to highlight some critical aspects that should be considered carefully when treating and interpreting atom probe data.
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