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Maximal randomness generation from steering inequality violations using qudits
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We consider the generation of randomness based upon the observed violation of an Einstein-Podolsky-Rosen (EPR) steering inequality, known as one-sided-device-independent randomness generation. We show that in the simplest scenario – involving only two parties applying two measurements with \(d\) outcomes each – that there exist EPR steering inequalities whose maximal violation certifies maximal randomness generation, equal to \(\log(d)\) bits. We further show that all pure partially entangled full-Schmidt-rank states in all dimensions can achieve maximal violation of these inequalities, and thus lead to maximal randomness generation in the one-sided device-independent setting. More generally, the amount of randomness that can be generated is given by a semidefinite program, which we use to study the behaviour for non-maximal violations of the inequalities.

Randomness is an important resource which has widespread use, ranging from Monte Carlo simulations to cryptographic keys. Generating ‘good’ randomness is a notoriously difficult task, where the notion of ‘good’ depends precisely on the context – whether it be the absence of subtle correlations which might lead to false conclusions in Monte Carlo simulations, or being perfectly uncorrelated from an adversary, and therefore private, in a cryptographic setting. In a classical, and therefore deterministic setting, there are two main approaches to generating randomness. The first is to use pseudo-random-number-generators, which are able to turn a small amount of initial randomness (a seed), in a much larger string of numbers which appear random, under reasonable assumptions about the computational power available to test their quality. The second is to use chaotic systems, whose long-time behaviour is essentially impossible to predict without perfect knowledge of the initial conditions.

Quantum theory, being fundamentally non-deterministic, provides an alternative route [1–3]. As a simple example, which path a photon takes after passing through a beam splitter is a fundamentally probabilistic event, and thus serves as a basic quantum random number generator. Quantum theory, as a fundamentally nonlocal theory [4], also provides a second route to randomness, which is much stronger than the first. Nonlocality is necessarily accompanied by uncertainty, with the latter providing the mechanism by which nonlocal effects can be possible at all without leading to signalling, i.e. to observable influences at a distance, which are forbidden by relativity. Thus observing nonlocality ensures that randomness is present, and due to monogamy – the fact that nonlocality cannot be simultaneously shared among multiple systems– this randomness must also have an element of privacy.

Bell nonlocality [4, 5] is the most famous form of quantum nonlocality, and considers the correlations between distant measurement outcomes. From a modern perspective it is understood to constitute a device-independent (DI) form of nonlocality, since it does not rely on any characterisation or trust of the underlying quantum state or measuring devices used. Device-independent randomness generation (DIRG) [6, 7] was the first application of nonlocality to randomness generation. A user, who has access to a pair of devices, uses an initial seed of randomness to choose the measurement settings in a Bell test. If a Bell inequality is violated, the measurement outcomes are guaranteed to contain randomness, with the exact amount being a function of the observed violation. Thus, given the initial seed of randomness, a large amount of new private randomness can be generated [8]. The ratio between the seed size and the randomness generated is known as the expansion rate, and original scheme of Ref. [7] was able to achieve quadratic expansion, while later, more sophisticated schemes have now been shown to achieve better expansion, including exponential and unbounded expansion [11–17].

Einstein-Podolsky-Rosen (EPR) steering [18] is a second form of quantum nonlocality, that considers the correlations between measurement outcomes of one party, and the states prepared (or ‘steered’) for a second party. From a modern perspective it is understood to constitute a one-sided-device-independent (1SDI) form of nonlocality, since it only relies on the characterisation of one set of measuring devices [19]. Randomness generation can also be considered in the 1SDI setting (1SDIRG), with the user generating randomness from the measurement outcomes of the uncharacterised device [21–23]. Nonlocality in the form of EPR steering is more robust than Bell nonlocality to imperfections in the untrusted components, such as loss and noise, due to the additional assumptions made. This in turns translates into better robustness for 1SDIRG. Thus, there is a trade-off between the assumptions and the robustness, and if the use of the 1SDI paradigm can be justified over the DI setting, which will typically depend upon the specific details of any actual implementation, then one can expect to obtain advantages for randomness generation.

Here we demonstrate an advantage of using the 1SDI setting, by demonstrating that unbounded randomness generation can be achieved using the simplest form of steering inequality (something that has not been observed in the DI scenario). We consider a linear steering test with only two choices of measurements that is naturally tailored to \(d\)-dimensional systems. We show that a maximal violation (which can be achieved using any pure full-rank entangled qudit) is only consistent with uniformly random outcomes, hence leading to \(\log_2 d\) bits of private randomness generated in the 1SDI setting. The amount of randomness generated from the initial seed can thus be arbitrarily large as \(d \to \infty\).

Consider a situation where a user has two devices, labeled A and B. Device A accepts an input \(x\), labeling a choice of measurement, and produces an outcome \(a\), label-
ing an outcome. The device accepts one out of $n$ inputs, $x \in \{0, \ldots, n-1\}$, and produces one out of $d$ outcomes, $a \in \{0, \ldots, d-1\}$. Apart from the observable input-output behaviour of the device, no further characterisation will be assumed. Device B, on the other hand, will be assumed to be fully characterised. In particular, it will be assumed that the dimension of the system is known, and that known measurements can be performed. In particular, full tomography of the states of system B could be performed, although in general this is not necessary.

The information obtained in this scenario can be summarised by the conditional (unnormalised) states prepared for system B, conditioned on the different measurement choices $x$ and outcomes $a$ of system A:

$$\sigma_{a|x}^B = \text{tr}_A[(M_{a|x} \otimes \mathbb{I})\rho^{AB}],$$

where $\rho^{AB}$ is the (unknown) state shared between the two devices and $M_{a|x}$ are the (unknown) measurement operators applied in A. The set $\{\sigma_{a|x}^B\}$ is usually referred to as the assemblage [20, 24]. Notice that one can recover both the conditional probability distributions, $p(a|x) = \text{tr} \sigma_{a|x}$, and the normalised states $\rho_{a|x}^B = \sigma_{a|x}/\text{p}(a|x)$.

EPR steering is observed when the assemblage cannot be explained by a classical mechanism, called a local-hidden-state (LHS) model (see [20] for a review), which is witnessed by the violation of EPR steering inequalities of the form

$$\beta := \text{tr} \sum_{a,x} F^B_{a|x} \sigma_{a|x}^B \leq \beta^{\text{LHS}}.$$  

$\{F^B_{a|x}\}_{a,x}$ is a collection of Hermitian operators, that should be measured by device B in the case of measurement $x$ and outcome $a$, and $\beta^{\text{LHS}} := \max_{x}\sum_{a} \text{tr} F^B_{a|x} \sigma_{a|x}^B$ is the maximal value of $\beta$ that can be obtained by any classical assemblage.

When an assemblage violates an EPR steering inequality (i.e. $\beta > \beta^{\text{LHS}}$) it is impossible that for all $a$ and $x$ that $p(a|x) \in \{0, 1\}$. This means that the outcomes of system A must contain some randomness. This randomness can be quantified in the following way [23]. We assume the presence of an Eavesdropper (Eve) holding a measurement device E which might share a tripartite state $|\psi^{\text{AB}E}\rangle$ with devices A and B. Eve is assumed to know the shared state and the form of the measurements in A and B. Eve’s goal is to guess A’s outcomes when $x = x^*$, which happens successfully with probability

$$P_{\text{guess}}(x^*) = \max_{\rho^{AB}} \text{tr} (M_{a=e|x=x^*} \otimes \mathbb{I})\rho^{AB}_e,$$  

where $\rho^{AB}_e$ is the state, labeled by $e$, that Eve distributes to the devices with probability $p(e)$, and without loss of generality Eve will guess $a = e$ as the outcome of the measurement $x = x^*$ for this particular state. Finally,

$$p(a = e|x^*, e) = \text{tr} (M_{a=e|x=x^*} \otimes \mathbb{I})\rho^{AB}_e.$$

is the probability that $a = e$ when the measurement $x = x^*$ is performed on the state $\rho^{AB}$. Crucially, in (3), the maximisation takes place only over those strategies of Eve consistent with the observable data of the user, that is, given the observed violation $\beta^{\text{obs}}$ of a steering inequality. This constraint is formally given by

$$\text{tr} \sum_{a,x} F_{a|x}^B \sum_{e} p(e) \text{tr} \sigma_{a|x}^B = \beta^{\text{obs}}.$$  

The guessing probability $P_{\text{guess}}(x^*)$ quantifies the optimal probability with which Eve can guess the outcome of device A. Whenever the guessing probability is less than unity this implies that Eve cannot perfectly guess the outcome, and hence it is inherently probabilistic (even given Eve’s side information). The randomness in the outcomes is quantified by the min-entropy

$$H_{\text{min}}(x^*) = - \log P_{\text{guess}}(x^*).$$

Before proceeding to the main results, one final preliminary fact is needed, which concerns the uniqueness of probability distributions which can arise in the steering scenario. In particular,

**Fact 1.** Consider two sets of linearly independent states in $\mathbb{C}^d$, $\{|\phi_a\rangle\}_a$ and $\{|\lambda_i\rangle\}_i$, both of which span the Hilbert space. Assume that the expansion coefficients $v^a_i$ do not vanish for all $a,i$, where $|\phi_a\rangle = \sum_i v^a_i |\lambda_i\rangle$ and $|\lambda_i\rangle = \sum_a v^a_i |\phi_a\rangle$. Then there exist unique vectors $\{q_a\}_a$ and $\{\lambda_i\}_i$ (up to normalisation) such that

$$\sum_a q_a |\phi_a\rangle \langle \phi_a| = \sum_i \lambda_i |\lambda_i\rangle \langle \lambda_i|.$$  

In particular, up to normalisation, these vectors are given by

$$q_a \propto \langle \psi_a| \lambda_i\rangle \langle \phi_a| \omega_i\rangle,$$

$$\lambda_i \propto \langle \phi_a| \omega_i\rangle \langle \psi_a| \lambda_i\rangle,$$  

where $\{\psi_a\}_a$ and $\{\omega_i\}_i$, are the (unique) dual sets of vectors with respect to $\{|\phi_a\rangle\}_a$ and $\{|\lambda_i\rangle\}_i$, satisfying $\langle \psi_b| \phi_a\rangle = \delta_{ab}$, $\langle \omega_j| \lambda_i\rangle = \delta_{ij}$, which always exist due to the linear independence of the original sets [25].

**Proof.** This claim is proved by left-multiplying (7) by $|\psi_b\rangle$ and right-multiplying by $|\omega_j\rangle$. Note that the denominator of each expression is one of the (complex conjugate) expansion coefficients, $\langle \phi_a| \omega_i\rangle = (v^a_i)^* + (v^a_i)^*$ and $\langle \psi_a| \lambda_i\rangle = (v^a_i)^*$ and hence are non-vanishing by assumption.

In the case where $q_a \geq 0 \forall a$ and $\lambda_i \geq 0 \forall i$, then (7) provide two ensemble decompositions of the same density operator. The above fact says that given only the vectors in these two ensembles, the probabilities are uniquely specified. It also says that two sets of linearly independent vectors with non-vanishing expansion coefficients uniquely specify a density operator.

In what follows it will be shown that obtaining the maximal violation of a certain EPR steering inequality involving only two measurements leads to maximal randomness generation. In particular, we will prove the following result:
Result 1. Consider a steering scenario where device A accepts 2 inputs and produces one of d outcomes, preparing states for system B in \( \mathbb{C}^d \). Consider an EPR steering functional with elements

\[ F_{a|x} = |\phi_{a|x}\rangle\langle\phi_{a|x}| \]  

where \( \{|\phi_{a|x}\rangle\}_a \) is a linearly independent set of \( d \) states in \( \mathbb{C}^d \), for both values of \( x \), and such that the expansion coefficients of one set in terms of the other is non-vanishing. The maximal value the steering functional can take is \( \beta = 2 \), and when this value is observed, the amount of randomness generated for the input \( x^* \) is

\[ H_{\min}(x^*) = -\log \max_a q_{a|x^*}, \]  

where \( \{q_{a|0}\}_a \) and \( \{q_{a|1}\}_a \) are the unique probability distributions that satisfy \( \sum_a q_{a|0}|\phi_{a|0}\rangle\langle\phi_{a|0}| = \sum_a q_{a|1}|\phi_{a|1}\rangle\langle\phi_{a|1}| \), as given by (8).

Proof. First note that the maximal value of the steering functional \( \beta = 2 \) can only be achieved by an assemblage with elements \( \sigma_{a|x} = q(a|x)|\phi_{a|x}\rangle\langle\phi_{a|x}| \). To see this, note that the value of the functional for a general assemblage with elements \( \sigma_{a|x} = p(a|x)\rho_{a|x} \) is \( \beta = \sum_a p(a|x)|\phi_{a|x}\rangle\langle\phi_{a|x}|. \) For every \( a \) and \( x \) such that \( p(a|x) \neq 0 \), it must be that \( |\phi_{a|x}\rangle\langle\phi_{a|x}| = 1 \), otherwise \( \beta < 2 \). The only choice of \( \rho_{a|x} \) that satisfies this is \( \rho_{a|x} = |\phi_{a|x}\rangle\langle\phi_{a|x}| \). For \( a \) and \( x \) such that \( p(a|x) = 0 \), the choice of \( \rho_{a|x} \) is arbitrary and can therefore be chosen to be \( |\phi_{a|x}\rangle\langle\phi_{a|x}| \) without loss of generality.

From Fact 1, it follows that the \( q(a|x) \) are uniquely determined, as the only pair of probability distributions \( \{q_{a|0}\}_a \) and \( \{q_{a|1}\}_a \) which satisfy \( \sum_a q_{a|0}|\phi_{a|0}\rangle\langle\phi_{a|0}| = \sum_a q_{a|1}|\phi_{a|1}\rangle\langle\phi_{a|1}| \) [26].

Turning our attention to randomness generation, when a violation \( \beta = 2 \) is observed, the above implies that the most general strategy of Eve is to prepare assemblages of the form

\[ \sigma_{e|x} = q(a,e|x)|\phi_{a|x}\rangle\langle\phi_{a|x}|, \]  

such that \( \sum_e q(a,e|x) = q_{a|x} \). Indeed, the reduced assemblage of the devices of the user, \( \sum_e \sigma_{e|x} \), by virtue of attaining a maximal violation, from the above must have elements of the form \( q_{a|x}|\phi_{a|x}\rangle\langle\phi_{a|x}| \). The only way for a sum of operators to be rank-1 is for each element to be proportional to the same rank-1 element, and hence the claim follows. The non-signalling constraint (3) then takes the form

\[ \sum_a q(a,e,0)q(e)|\phi_{a|0}\rangle\langle\phi_{a|0}| = \sum_a q(a,e,1)q(e)|\phi_{a|1}\rangle\langle\phi_{a|1}|, \]  

where we have used non-signalling to write \( q(a,e,x) = q(a,e)q(e|x) = q(a,e)x|e \). However, (12) has the same form as (7) from Fact 1, and hence it must be the case that \( q(a,e,x) = q_{a|x} \), due to the uniqueness of the distributions. Crucially this shows that \( a \) is conditionally independent of \( e \). Therefore, Eve’s guessing probability in this case is a simple optimisation over the probability distribution \( \{p(e)\}_e \), given by

\[ P_{\text{guess}}(x^*) = \max_e \sum_{e} p(e)q_{e|x^*} = \max_e q_{e|x^*}. \]  

Using the definition of the min-entropy (6) the result follows.

This shows that Eve can do no better than guess the most probable outcome of device A, which is the same as could be achieved without the use of quantum theory. Moreover, using the above, by considering a situation where \( q_{a|x^*} = 1/d \), i.e. where the only assemblage consistent with the violation of the inequality has a uniformly random outcome for the measurement \( x^* \), then \( H_{\min}(x^*) = \log(d) \) bits of randomness are generated in a 1SDI scenario. In what follows we show that this can be achieved by making appropriate measurements on all purely partially entangled Schmidt-rank-\( d \) states. In particular:

Result 2. Consider a pure partially entangled Schmidt-rank-\( d \) state in \( \mathbb{C}^d \otimes \mathbb{C}^d \), given by \( |\Psi\rangle = \sum_i \sqrt{\lambda_i} |i\rangle |i\rangle \), where \( \lambda_i > 0 \) for all \( i \), and \( \sum_i \lambda_i = 1 \) are the Schmidt coefficients. Consider two measurements with elements \( M_{a|0} = |a\rangle \langle a| \) and \( M_{a|1} = F |a\rangle \langle F| \), where \( F \) is the \( d \)-dimensional discrete Fourier transform. Finally consider an EPR steering functional with elements \( F_{a|0} = |a\rangle \langle a| \) and \( F_{a|1} = |\lambda_a\rangle \langle \lambda_a| \), where \( |\lambda_a\rangle = \sum_i \sqrt{\lambda_i} |F_i\rangle |i\rangle /\sqrt{d} \).

(i) Using the measurements \( \{M_{a|x}\}_a \) on the state \( |\Psi\rangle \) leads to an assemblage which maximally violates the EPR steering functional with elements \( F_{a|x} \), i.e. achieves \( \beta = 2 \).

(ii) The outcome probabilities are uniformly random for the second measurement of device A, \( p(a|1) = 1/d \) for all \( a \).

Together, the above two facts imply that maximal randomness can be generated using this 1SDIIRG scheme, \( H_{\min}(x^*) = \log d \).

Proof. Performing the measurements with elements \( M_{a|x} \) on the state \( |\Psi\rangle \) leads to an assemblage with elements \( \sigma_{a|0} = \lambda_a |a\rangle \langle a| \) and \( \sigma_{a|1} = \frac{1}{d} |\lambda_a\rangle \langle \lambda_a| \), where we used the fact that \( |\langle i| F |a\rangle|^2 = 1/d \) for all \( a,i \) to evaluate \( p(a|1) = tr[F |a\rangle \langle a| F^\dagger \otimes I] |\Psi\rangle \langle \Psi|] = \sum_i \lambda_i |\langle i| F |a\rangle|^2 = 1/d \). This demonstrates the second claim. Direct calculation shows that this assemblage achieves the value \( \beta = 2 \) for the EPR steering functional given, proving the first claim.

The set \( \{|\lambda_a\rangle\}_a \) forms an orthonormal basis for \( \mathbb{C}^d \). The set \( \{|\lambda_a\rangle\}_a \) form a non-orthogonal basis for \( \mathbb{C}^d \) with dual basis \( |\theta_a\rangle = \sqrt{d} \sum_i \sqrt{\lambda_i} |i\rangle |F_i\rangle |i\rangle \). It follows that the expansion coefficients of \( |\lambda_a\rangle \) in terms of \( |a\rangle \), and vice-versa, are non-vanishing. Result 1 can thus be applied, since all of the required conditions hold. In conjunction with the fact that \( p(a|1) = 1/d \), this leads to

\[ H_{\min}(x^*) = -\log \max_a p(a|1) = \log d. \]  

\[ (14) \]
There are two points worth noting. First, if we consider maximally entangled states, where \( \lambda_i = 1/d \), then \( p(a|0) = 1/d \) also. In this case, one can naturally consider obtaining randomness from both inputs. Moreover, in this case \( F_{a|x} = (|\phi_{ax}|^2)_{a|x} \) form a measurement for each \( x \), and hence only two measurements need to be performed at \( B \), as opposed to \( 2d \) different measurements in the general case.

Second, if in the above we were to replace the Schmidt-rank-\( d \) state with a Schmidt-rank-\( k \) state, for \( k < d \), then the analysis can still be applied on the support of the reduced state of system \( B \), which will be rank-\( k \), and \( H_{\min}(x = 1) = \log k \) bits of randomness will be generated, the maximal possible using projective measurements for such a state.

Note that in the above analysis we have performed only the ideal analysis, assuming infinite statistics. To implement the above in practice, with only finite statistics, the protocol of [7], which is outlined in full detail in [9], for DIRG can be applied also to the 1SDIRG scheme studied here.

In total, the above demonstrates the power of the 1SDI paradigm for randomness generation. The steering functionals presented consistute the simplest possible functionals, comprising only two choices of measurement for the uncharacterised/untrusted device. Nevertheless, they are powerful enough to generate the maximal amount of randomness possible when considering projective measurements on a partially entangled state. By allowing the local dimension \( d \) to tend to infinity, this scheme can generate an unbounded amount of randomness from this simple scheme.

So far, we have only considered the case of a perfect violation of the steering inequalities, and shown that this leads to maximal randomness generation. Since a perfect violation can never be observed in practice, it is also important to analyse what happens for an arbitrary violation \( \beta < 2 \). This can be carried out efficiently numerically by solving the SDP presented in the Supplementary Information. This method easily allows one to consider dimensions up to \( d = 32 \) on a standard desktop computer [27]. As an illustration, in Fig. 1 we plot the amount of generated randomness as a function of \( \beta_{obs} \) for \( d = 4, 8, 16 \). As an inset, we also compare the randomness generated using our 1SDIRG scheme to the a DIRG scheme, as function of the visibility of the maximally entangled state.

In [32] the steering inequalities presented here were recently tested. In particular, [32] presented an integrated silicon quantum photonic device with path encoded qudits up to \( d = 16 \). In the device each photon be prepared in a superposition over up to 16 spatial modes and entanglement can be generated between a pair of photons using coherent and controllable excitation of \( d \) integrated identical photon pair sources. Arbitary projective measurements can also be performed, using an integrated reconfigurable interferometric network.

This device was used to prepare maximally entangled states in dimensions \( d = 2 \) to 16, and a steering inequality of the form (9) was tested, using as the two bases the path basis, and its Fourier transform. The authors demonstrated that higher dimensional systems require lower visibilities (lower inequality violation) to achieve the same amount of randomness.

In this work we have considered the task of one-sided-device-independent randomness generation. We have presented a general construction based on steering functionals in arbitrary dimension in the simplest scenario (consisting of only two inputs to the uncharacterised device). We have shown that a maximal violation of the associated steering inequality certifies that the outcomes of the uncharacterised device are completely unpredictable, even for a potential adversary, and hence maximal private randomness can be generated. We have shown that for every entangled state it is possible to construct a steering functional using our construction that is maximally violated, and hence that all entangled states in arbitrary dimension lead to maximal randomness generation using the simplest possible 1SDIRG scheme.

In the case of non-maximal violation of the steering inequality the amount of randomness that can be generated in a 1SDI manner can be computed using the technique of semidefinite programming. This provides a feasible method for dimensions up until \( d = 32 \). An important open problem is to obtain analytic lower bounds on the amount of randomness that can be obtained for near perfect violation which apply for arbitrary dimension \( d \). This will provide a practical solution for arbitrary experimental situations. A route to achieve this would be to generalise Fact 1 to allow for some uncertainty in the sets of states, and to see how much freedom this allows for in the associated probability distributions, which might be of independent interest.

In a related direction, it would be interesting to understand what role loss plays for 1SDIRG. The inequalities considered here are closely related to those put forward in [33] for loss-tolerant EPR steering demonstrations. It would be interesting to extend the analysis here to these inequalities.

Finally, the construction here is tailored to projective measurements, and hence in dimension \( d \), up to \( H_{\min}(0) = \log d \) bits of randomness are generated. By using generalised positive-operator-valued (POVM) measurements it is in principle possible to generate up to \( H_{\min}(x) = 2\log d \) bits of ran-
domness, by using measurements with $d^2$ outcomes. An interesting open question is whether the construction presented here can be generalised to this case also.
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[8] Under certain natural assumptions [9, 10], the initial source of randomness can be assumed to be public. In this case the process can be seen as converting public into private randomness.
[25] Note that the right hand side of each equation depends on both $i$ and $a$. However, after normalising, it is indeed the case that the correct dependence is obtained, i.e. the right-hand-side of the left-hand equation becomes independent of $i$, and vice versa.
[26] Note that Fact 1 did not guarantee that these are probability vectors. Here we will restrict to situations where this is the case. These are in fact the only situations that can arise in a steering experiment.
[27] Using using the cvx package [28] for MATLAB, less than 10 minutes was required to obtain a solution.
[31] Code available at https://git.io/vxkmL