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Abstract
Over the past decade, gamification – the use of game design elements in non-game contexts – has rapidly grown in popularity, piquing the interest of researchers in many fields, including cognitive psychology. Computerised cognitive tasks are a vital data capture tool for these researchers, but participants often view these tasks as effortful and frustrating. Gamification offers a possible solution: if game elements can be incorporated into cognitive tasks without undermining their scientific validity, then data quality, intervention effects and participant retention might be improved. The purpose of this thesis was to establish whether gamification is a suitable tool for increasing participant engagement with cognitive tasks.

A systematic review revealed a literature of variable quality: findings were tentatively positive but hampered by heterogenous study designs, poor experimental controls and little attempt to methodically understand the effect of introducing game elements to a cognitive task. I therefore conducted a series of three online experiments. Each study investigated the effects of two common game design elements, points and theme, on cognitive data and participant engagement with the task.

I found that adding points to a cognitive test did not negatively impact the data collected, and improved participants’ self-reported engagement with the task. In contrast, I found that graphically themed tests had a negative impact on cognitive data and did not clearly improve participant enjoyment compared to a non-game control. I found no evidence of an effect of gamification on behavioural measures of engagement (i.e., task usage); rather it seems that motivation to engage was often driven by financial incentive.

In summary, the evidence presented in this thesis suggests that gamification is not an effective method of increasing engagement with cognitive tasks. However, carefully implemented game elements can enhance participants’ subjective experience while not impacting the data collected.
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Chapter 1: Introduction
In the 1964 Disney film Mary Poppins, the eponymous nanny convinces the unruly Banks children to tidy their room by transforming the task into a game. With a flick of her umbrella, toys spring to life and pack themselves away, beds spontaneously make themselves, and most importantly, the task becomes terrific fun.

Outside the realm of Disney, it is rather more difficult to find the fun in mundane activities. We must persist through many uninspiring tasks, unengaged and often motivated only by material reward. As a result, employers, researchers, doctors, teachers and games designers alike have devoted substantial time and money to solving this “engagement problem”. The reason is simple: if we can understand how to make any activity engaging, then we will be able to deliver increased productivity, limitless research data, effective behaviour change interventions, fascinating lessons, riveting entertainment and much more.

1.1 The Engagement Problem
In recent years, health research has increasingly moved online. Ubiquitous access to the Internet has made it possible to deliver physical and mental health interventions remotely. The use of online work-marketplaces for crowdsourcing participants, such as Amazon MTurk (www.mturk.com) and Prolific (prolific.ac), combined with the growing number of platforms for delivering online cognitive assessments and questionnaires, such as Testable (www.testable.org), Gorilla (gorilla.sc), and Qualtrics (qualtrics.com), has given researchers the ability to gather data on large numbers of people in very short time spans [1–4]. These new technologies have allowed many types of health research, including psychological experiments and intervention trials, to be conducted via the web easily and inexpensively [5–7].

The issue for such web-based studies is that they must compete against the wealth of entertainment and distraction available on the Internet to attract their participants. This is made all the more difficult by the fact that dropping out of a web-based study is easier than doing so in a laboratory: a participant need only close their browser window [8,9]. Many authors have reported difficulties sustaining participant numbers for the duration of their online studies [10,11], and reviews of adherence to intervention trials have documented dropout rates of around 50% [12,13]. Whether the study in question consists of a single session or a series of sessions, the loss of participants who begin the study but do not complete it is known as attrition [13,14]. High levels of attrition may cause studies to suffer from smaller than intended sample sizes, incomplete datasets, wasted participant compensation and potentially biased results [15–18].
One explanation for these high levels of attrition is that taking part in research is often seen as tedious and dull, with any potential societal benefits being far in the future and removed from the individual participant. In the field of experimental psychology, computerised tasks are frequently used to measure cognitive performance, but participants often view them as effortful, repetitive and unengaging [19]. Cognitive tasks are also used in some types of mental health interventions, such as cognitive bias modification or executive function training. In these interventions the difficulties of cognitive tasks are compounded by the fact that many sessions of training are required to produce a result [20]. Furthermore, even if participants are willing to complete these arduous sessions of cognitive testing or training, there is evidence that a lack of participant motivation has a negative impact on the quality of data collected [21–24], and likely limits the effectiveness of interventions [25]. In short, despite the numerous research advantages offered by online cognitive tasks, we must conquer the hurdle of participant engagement in order to fully capitalise on its advantages.

1.2 Gamification

One potential solution comes from the world of video games. Millions of people spend their free time playing games every day, on computers, consoles and mobile devices [26]. Research has suggested that games are so popular because they provide easy access to a sense of engagement and self-efficacy which reality sometimes fails to deliver [27]. Although games present us with difficult challenges to overcome; they use narrative structure, complex graphics, strategic elements and intuitive rules to engross us in what could otherwise be a frustrating environment [28]. It should come as no surprise that the engaging power of games has already begun to be leveraged for purposes beyond entertainment, in the form of gamification.

Gamification has been defined as “the use of game design elements in non-game contexts” [29]: it hinges on the idea that we can use strategy, narrative, leaderboards, graphics and other game design elements to transform a mundane task into something engaging and fun. Over the past decade, gamification has been applied in a wide array of settings including the workplace [30], education [31,32], sustainability [33,34], marketing [35] and research [36] (See Sailer and colleagues [37] for a review of how gamification has been applied in a variety of fields).

Despite wide uptake, empirical evidence that gamification can actually improve engagement is currently lacking [38]. While some applications of gamification have met with success [39], other commercial attempts have been less successful [40,41]. Furthermore, heterogenous
study designs, incohesive application of theory and the wide variety of usage scenarios have complicated the interpretation and generalisation of this evidence [42,43]

Psychological researchers have embraced gamification regardless [44–46]. Initial studies have shown promise, with self-report questionnaires of participant enjoyment showing gamified cognitive tasks to be more enjoyable than their non-gamified equivalents [47–51]. Some studies have also reported that gamification can increase *behavioural* measures of engagement, such as the number of optional trials or testing blocks completed [50,52].

Furthermore, it has been suggested that gamified cognitive tasks may result in higher quality data and more effective training, simply by virtue of heightened engagement [47,53]. By using game elements that incentivise maximal performance, participants’ goals might be adjusted from “completing the experiment as quickly as possible” to “succeeding at the game” [47]. The result could be data that represents the participant’s true cognitive ability, rather than being confounded by low motivation.

Despite these potential advantages, there are several issues that arise specifically when gamifying the two main types of cognitive task: cognitive tests and cognitive training tasks. Cognitive tests are carefully validated measures of cognitive functioning, typically designed to assess a single cognitive construct (e.g., working memory (WM) capacity). As such, test validity is of great importance and, in many instances, the test is intimately connected with the measure it produces and the theory that defines it [54]. Even small changes to the test may cause additional cognitive load, alter participant attention, bias participants’ responses, disrupt the measurement model and ultimately invalidate the test.

Cognitive training seeks to alter behaviour or improve cognition (or both) through tasks designed to induce neuronal plasticity in specific domains. Many different types of cognitive training exist [55], including cognitive bias modification [56], executive function (EF) training [57] and WM capacity training [58], and these tasks might be just as sensitive to modification as cognitive tests. Although measurement validity is not at stake, poorly thought out gamification might inadvertently shift participant attention towards superfluous game elements, thereby reducing the salience of the task elements which are driving the training effect.

In short, designing a gamified cognitive task is a balancing act. Game design elements must be introduced carefully to ensure they do not reduce training effect or threaten test validity, but they must also be substantial enough to meaningfully improve the participant experience.
1.3 Thesis Aim
This thesis aims to establish whether gamification is a suitable tool for increasing participant engagement with cognitive tests. I address this aim by answering three questions:

1. **Does the gamification of a cognitive test affect the data collected?**

   When a cognitive test is gamified, what are the effects on the primary and secondary outcome measures that it produces? Do different game elements affect the data in different ways? Could measures of participant cognition be improved through increased motivation, or does the introduction of additional cognitive load negatively affect performance?

2. **Does the gamification of a cognitive test affect participants’ quality of engagement?**

   Is there any evidence that gamification improves participants’ self-reported experience of the task? What are the underlying factors contributing to participant experience? Are some game elements more engaging than others?

3. **Does the gamification of a cognitive test affect participants’ amount of engagement?**

   Does participants’ usage behaviour change as a result of gamification? Are participants willing to test more frequently or for longer? Can gamification be used to reduce attrition from longitudinal studies?

If I can answer these questions, this thesis may provide psychologists with an evidenced method for reducing participant dropout and improving participant experience when completing cognitive tests. Regardless of gamification’s effectiveness, this thesis will provide an overview of the use of gamification in the field of cognitive psychology and will shed light on the motivational influences of gamification.

1.4 Thesis Scope
The interdisciplinary nature of this thesis necessitates that I touch on research from many disparate fields. In the interests of both scope and brevity, I cannot fully examine every literature I draw upon, and therefore acknowledge several limitations of this research from the start.

I do not, for example, conduct a critical review of the theoretical basis of motivation. Nor do I perform a full review of the various theories of gamification (for reviews see [38,59–62]), or player type taxonomies (see [63–66]). These topics are beyond the scope of this work.
Although gamification has been applied in many different forms and in many different contexts (work, marketing, education, etc.). I limit my scope to cognitive psychology. Relatedly, the precise definition of gamification is still under debate [29,38], with a many different terms (gamed-up, gamelike, gameful, serious games, games with a purpose) being used, often interchangeably [47]. In the early chapters of this thesis I take a broad definition of gamification, including serious games and other purpose-built games in the literature review. In the later chapters I narrow this definition and use a stricter conception of gamification, where the game elements are relatively superficial and easily separable from the underlying task. This is the type of gamification most likely to be used by psychological researchers. A related limitation is that video games are an extremely diverse genre, with dozens of distinct game design elements and limitless combinations of said elements. Accordingly, it would be impossible for us to explore all possible gamification approaches. I instead focus my efforts on two simple game elements that are commonly used in gamified cognitive tasks: points and themes.

It is also worth noting that there is an extensive literature concerning the effect of video games on player cognition (see [67,68]). This field encompasses both the positive and negative impacts of video games on cognition, and accordingly could be considered related to the gamified cognitive training literature. I have not examined this literature, focussing instead on the application of gamification techniques to existing, validated cognitive tests.

Finally, cognitive tasks are varied in form and function. Again, it would be unrealistic to study the effect of gamification on all types of cognitive task. In Chapter 3 and beyond, I focus my research on cognitive tests designed to measure response inhibition, specifically the Go/No-Go task (GNG) and the Stop-Signal Task (SST). I consider these to be exemplar cognitive tasks: they are reaction time (RT) dependant and sufficiently difficult to be sensitive to any negative effects of gamification.

1.5 Thesis Overview
This thesis consists of seven chapters, of which this is Chapter 1. Chapter 2 systematically reviews studies that have made use of gamified cognitive tasks. I sought to understand the current state of the field, examining methods for measuring engagement and investigating the theoretical basis of gamification. I found the literature to be small and heterogenous, yet growing rapidly. Many studies reported that gamified tasks were well received by participants, and researchers were enthusiastic about gamification’s potential for increasing engagement, particularly in populations that are typically difficult to engage, such as children with Attention...
Deficit/Hyperactivity Disorder (ADHD). Evidence in favour of gamification was generally positive, but I saw some detrimental effects on cognitive measures and study designs were of variable quality. Only a few studies had attempted to unpick the effect of individual game design elements on engagement and cognitive data, and as such, game elements were seemingly chosen in an ad-hoc manner.

In light of these findings, I set out to investigate the impact of gamification on cognitive tests in a more rigorous way. I selected two common game elements (points and theme) and a subset of cognitive tests (assessments of response inhibition) to act as vehicles for my research. Chapter 3 documents Experiment 1: an empirical study into the effects of these game elements on cognitive data and participant enjoyment of a gamified test of response inhibition.

As my task design requirements evolved, it became apparent that existing platforms for building online cognitive tests (Gorilla.sc, Xperiment.mobi, etc) did not provide the level of customisation I desired. To address this need, I developed my own online platform for delivering gamified cognitive tasks: Mindgames. Chapter 4 documents the development of this platform and discusses the technical challenges I faced. For example, ensuring accurate stimulus presentation times, providing data security to a relatively open system, and supporting hundreds of simultaneous participants.

Chapters 5 and 6 describe Experiments 2 and 3, which both used this platform. Experiment 2 investigated whether gamification could reduce attrition from a longitudinal, online cognitive testing study, and compared behavioural and self-report measures of engagement. Experiment 3 examined whether gamification could increase the number of trials voluntarily completed by participants in a single testing session. I also explored the potentially confounding role of financial incentive in motivating participants to complete online studies.

Chapter 7 synthesises my findings and reflects on recent advances in the literature. I discuss implications for the development of gamified cognitive tests in the future, and for the field of gamification more generally. I conclude by evaluating the limitations of this thesis and suggesting future directions for research.
Chapter 2: Background and systematic review

This chapter is based on my publication in JMIR Serious Games [69].

2.1 Chapter Aims

This chapter systematically reviews how gamification has already been used for the purposes of cognitive testing and training. The goal of this review was to understand the current state of the field, investigate the theoretical basis of gamification and examine how study authors’ measured engagement. I hoped to identify areas for future research, and was specifically interested in the following questions:

1. Why have researchers used gamification?
2. What cognitive domains has gamification been applied in?
3. What game design elements have been used?
4. What theory has guided gamification’s application?
5. How have researchers measured engagement?
6. Based on the current evidence, does gamification work?

2.1.1 Defining Gamification

I began the review by establishing a definition of gamification; however, it quickly became apparent that the term remains subject to debate [37,38,70,71]. The most popular definition is “the use of game design elements in non-game contexts” [29], but this does not clarify how or if gamification should be delineated from the range of related terminology. For example, the tasks in this review have been variously described as ‘serious games’, ‘gamelike’, ‘gamified’, ‘games with a purpose’, ‘gamed-up’ or simply ‘computer-based’ [47,70,72,73].

I conceptualise these terms on a spectrum of ‘gamelikeness’. At one end, we have serious games: fully fledged games that look and feel like commercial video games. Serious games have existed for decades with mostly educational and government origins [74–76]. Replete with game design elements (points, levels, graphics, sound, etc.), they are designed to be entertaining, but their primary purpose is to educate, train or assess behaviour [77]. For a review of the empirical evidence on the use of serious games, see [78].

At the opposite end of the spectrum, we have mundane tasks: pure in their purpose and concerned with functionality rather than entertainment. Gamification lies between these two poles: it is the process of making a mundane task more gamelike through the use of game design elements [37,79]. When we are gamifying a task, we are not so much creating a game as we are employing game elements to foster motivation [71,80].
Early efforts in gamification stayed close to the mundane end of the spectrum; using mostly superficial modifications such as points, badges and leaderboards to facilitate engagement [81,82]. However, this trio of game elements has since been heavily criticised by the game design community [83] for “taking the thing that is least essential to games and representing it as the core of the experience” [84–86]. In response, some gamification designers have pushed towards the serious games end of the spectrum: building richer game-like tasks, with systems of game elements that facilitate strategy, tactics and encourage playful thinking [84,87,88].

To ensure this review included tasks across the full breadth of the spectrum, I took a deliberately broad stance. I considered a task to be gamified if it included one or more game design elements with the purpose of increasing user motivation. I reviewed only the peer-reviewed literature and have therefore excluded gamified cognitive tasks available on the iTunes or Play Store (such as Luminosity and Peak), which are not supported by peer-reviewed research.

2.2 Methods
The following databases were searched electronically: PsycInfo, Medline, ETHOS, Embase, Pubmed, IBSS, Francis, Web of Science and Scopus. I searched the titles, abstracts and keywords of database entries using the search strategy (gamif* OR game OR games) AND (cognit* OR engag* OR behavi* OR health* OR attention OR motiv*), where * represents a wildcard to allow for alternative suffixes. Searches included articles published in English between January 2007 and October 2015. I searched the bibliographies of included articles to locate further relevant material not discovered in the database search.

2.2.1 Inclusion Criteria
- **Primary research article**: Included articles were empirical research studies, not literature reviews, opinion pieces or design documents.
- **Novel gamified task**: Included articles focussed on newly developed gamified tasks, created specifically for the study in question. I excluded commercially available video games (i.e., “off the shelf” games) as well as gamified tasks that have been in use for many years, such as Space Fortress (see [75]).
- **Measure or train cognition**: Included articles focussed on tasks designed to assess or train cognition. For scoping purposes I took a narrow definition of cognition: those processes involved in memory, attention, decision making, impulse control, executive functioning, processing speed and visual perception.
• Validated or Piloted: Included articles had to involve an empirical study, either validating the task as a measure of cognition or piloting the intervention. Articles regarding usability testing alone were excluded.

2.2.2 Exclusion Criteria
• Non-peer reviewed articles: I excluded non-peer reviewed articles such as abstracts or conference posters.
• Gamification in the behavioural sciences but not involving cognition: I excluded articles on gamification for education purposes, disease management, health promotion, exposure therapy or rehabilitation.
• Game Engines/3D Environments: I excluded articles that made use of virtual reality or a 3D environment without any game design elements or gamelike framing.

Where there was insufficient detail to determine whether an article met the inclusion criteria, I erred on the side of caution in order to increase my confidence in the relevance of the studies reviewed.

2.2.3 Data Extraction
Following screening, data were extracted from each article using a standardised data extraction form. Data relating to the application of gamification, approach taken, and efficacy was extracted from each article. Application of gamification refers to the field of psychology in which the gamified task was used, why a gamified task was used, and what (if any) theory guided the gamification. Approach taken refers to the specific game elements used in the task, and what themes and scaffolding were applied. Finally, efficacy refers to the findings of the study as well as details of the participants, evaluation methods, engagement measures and limitations of the study. Categorisation of concepts (such as the cognitive domains measured) was done using the article-authors’ own words where possible.

All articles identified by the search strategy were screened by one reviewer (JL) in three stages, to determine whether they were relevant based on the inclusion/exclusion criteria: title, abstract and full text. A second reviewer (EE) re-screened 20% of the articles from the title stage onwards to ensure no relevant articles were missed. Articles were only included in the review on the agreement of both JL and EE.

2.3 Included Articles
My initial search yielded 33,445 articles (excluding duplicates). Of these, 23 papers from the original search and 4 papers from the manual reference search were included in the review. I repeated the search in October 2015, including articles from Jan 2015 until October 2015. This
search produced 4,448 articles (excluding duplicates) and resulted in another 4 articles being included in the review, with a further 2 also included following peer-review. The total number of review articles was therefore 33. See Figure 2.1 for a flowchart of the combined searches and Table 2.1 for details of all included studies. I used Cohen’s K to assess inter-rater reliability of article inclusion at the 20% data check stage (7,590 articles checked). There was moderate agreement between the two reviewers (k=.526, 95% Confidence Interval (CI), .416 to .633, p<.001).

![Flow chart detailing the article discovery and screening process](image-url)

Figure 2.1 Flow chart detailing the article discovery and screening process
Table 2.1 Details of included studies. In cases where the game was not named, I assigned a descriptive name.

<table>
<thead>
<tr>
<th>Author, Year</th>
<th>Full Title</th>
<th>Game</th>
<th>Category</th>
</tr>
</thead>
<tbody>
<tr>
<td>McPherson and Burns, 2008 [89]</td>
<td>Assessing the validity of computer-gamelike tests of processing speed and working memory</td>
<td>Space Matrix / Space Code</td>
<td>Testing</td>
</tr>
<tr>
<td>Trapp et al., 2008 [90]</td>
<td>Cognitive remediation improves cognition and good cognitive performance increases time to relapse – results of a 5 year catamnestic study in schizophrenia patients</td>
<td>Xcog</td>
<td>Training</td>
</tr>
<tr>
<td>Gamberini et al., 2009 [91]</td>
<td>Eldergames project: An innovative mixed reality table-top solution to preserve cognitive functions in elderly people</td>
<td>Eldergames</td>
<td>Testing</td>
</tr>
<tr>
<td>Gamberini et al., 2010 [45]</td>
<td>Neuropsychological testing through a Nintendo Wii console</td>
<td>Wii Tests</td>
<td>Testing</td>
</tr>
<tr>
<td>Dovis et al., 2011 [92]</td>
<td>Can Motivation Normalize Working Memory and Task Persistence in Children with Attention-Deficit/Hyperactivity Disorder? The Effects of Money and Computer-Gaming</td>
<td>Megabot</td>
<td>Testing</td>
</tr>
<tr>
<td>Delisle and Braun, 2011 [93]</td>
<td>A Context for Normalizing Impulsiveness at Work for Adults with Attention Deficit/Hyperactivity Disorder (Combined Type)</td>
<td>Retirement Party</td>
<td>Testing</td>
</tr>
<tr>
<td>Prins et al., 2011 [50]</td>
<td>Does computerized working memory training with game elements enhance motivation and training efficacy in children with ADHD?</td>
<td>Supermecha</td>
<td>Training</td>
</tr>
<tr>
<td>Lim et al., 2012 [94]</td>
<td>A Brain-Computer Interface Based Attention Training Program for Treating Attention Deficit Hyperactivity Disorder</td>
<td>Cogoland</td>
<td>Training</td>
</tr>
<tr>
<td>Heller et al., 2013 [95]</td>
<td>A Machine Learning-Based Analysis of Game Data for Attention Deficit Hyperactivity Disorder Assessment</td>
<td>Groundskeeper</td>
<td>Testing</td>
</tr>
<tr>
<td>Hawkins et al., 2013 [47]</td>
<td>Gamelike features might not improve data</td>
<td>EM-Ants and Ghost Trap</td>
<td>Testing</td>
</tr>
<tr>
<td>Verhaegh et al., 2013 [96]</td>
<td>In-game assessment and training of nonverbal cognitive skills using TagTiles</td>
<td>Tap the Hedgehog</td>
<td>Both</td>
</tr>
<tr>
<td>Fagundo et al., 2013 [98]</td>
<td>Video game therapy for emotional regulation and impulsivity control in a series of treated cases with bulimia nervosa</td>
<td>Playmancer</td>
<td>Training</td>
</tr>
<tr>
<td>Anguera et al., 2013 [44]</td>
<td>Video game training enhances cognitive control in older adults</td>
<td>Neuroracer</td>
<td>Training</td>
</tr>
<tr>
<td>van der Oord et al., 2014 [99]</td>
<td>A Pilot Study of the Efficacy of a Computerized Executive Functioning Remediation Training With Game Elements for Children With ADHD in an Outpatient Setting</td>
<td>Braingame Brian</td>
<td>Training</td>
</tr>
<tr>
<td>Brown et al., 2014 [100]</td>
<td>Crowdsourcing for cognitive science--the utility of smartphones</td>
<td>The Great Brain Experiment</td>
<td>Testing</td>
</tr>
<tr>
<td>Authors</td>
<td>Title</td>
<td>Game/Testing Type</td>
<td></td>
</tr>
<tr>
<td>----------------------------------------------</td>
<td>----------------------------------------------------------------------</td>
<td>------------------------------------</td>
<td></td>
</tr>
<tr>
<td>Tong and Chignell, 2014 [51]</td>
<td>Developing a Serious Game for Cognitive Assessment: Choosing Settings and Measuring Performance</td>
<td>Whack-a-mole Testing</td>
<td></td>
</tr>
<tr>
<td>Katz et al., 2014 [101]</td>
<td>Differential effect of motivational features on training improvements in school-based cognitive training</td>
<td>WMTrainer Training</td>
<td></td>
</tr>
<tr>
<td>Dunbar et al., 2013 [73]</td>
<td>Implicit and explicit training in the mitigation of cognitive bias through the use of a serious game</td>
<td>MACBETH Training</td>
<td></td>
</tr>
<tr>
<td>Lee et al., 2013 [102]</td>
<td>A Brain-Computer Interface Based Cognitive Training System for Healthy Elderly: A Randomised Control Pilot Study for Usability and Preliminary Efficacy</td>
<td>Card-Pairing Training</td>
<td></td>
</tr>
<tr>
<td>Miranda and Palmer, 2013 [49]</td>
<td>Intrinsic motivation and attentional capture from gamelike features in a visual search task</td>
<td>Visual Search Testing</td>
<td></td>
</tr>
<tr>
<td>Atkins et al., 2014 [103]</td>
<td>Measuring Working Memory Is All Fun and Games A Four-Dimensional Spatial Game Predicts Cognitive Task Performance</td>
<td>Shapebuilder Testing</td>
<td></td>
</tr>
<tr>
<td>Dörrenbächer et al., 2014 [52]</td>
<td>Dissociable effects of game elements on motivation and cognition in a task switching training in middle childhood</td>
<td>Watermons Training</td>
<td></td>
</tr>
<tr>
<td>O’Toole and Dennis, 2014 [105]</td>
<td>Mental Health on the Go: Effects of a Gamified Attention-Bias Modification Mobile Application in Trait-Anxious Adults</td>
<td>ABMTApp Training</td>
<td></td>
</tr>
<tr>
<td>Tenorio et al., 2014 [106]</td>
<td>TENI: A comprehensive battery for cognitive assessment based on games and technology</td>
<td>TENI Testing</td>
<td></td>
</tr>
<tr>
<td>De Vries et al., 2015 [107]</td>
<td>Working memory and cognitive flexibility-training for children with an autism spectrum disorder: a randomized controlled trial</td>
<td>Braingame Brian Training</td>
<td></td>
</tr>
<tr>
<td>Dovis et al., 2015 [108]</td>
<td>Improving Executive Functioning in Children with ADHD: Training Multiple Executive Functions within the Context of a Computer Game. A Randomized Double-Blind Placebo Controlled Trial</td>
<td>Braingame Brian Training</td>
<td></td>
</tr>
<tr>
<td>Kim et al., 2015 [109]</td>
<td>Effects of a Serious Game Training on Cognitive Functions in Older Adults</td>
<td>Smart Harmony Training</td>
<td></td>
</tr>
<tr>
<td>Manera et al., 2015 [110]</td>
<td>‘Kitchen and cooking,’ a serious game for mild cognitive impairment and Alzheimer’s disease: a pilot study</td>
<td>Kitchen and Cooking Both</td>
<td></td>
</tr>
<tr>
<td>Ninaus et al., 2015 [32]</td>
<td>Game elements improve performance in a working memory training task</td>
<td>GAME Training</td>
<td></td>
</tr>
<tr>
<td>Tarnanas et al., 2015 [111]</td>
<td>On the comparison of a novel serious game and electroencephalography biomarkers for early dementia screening</td>
<td>VAP-M Testing</td>
<td></td>
</tr>
</tbody>
</table>
2.4 Results

2.4.1 Why have researchers used gamification?
I searched each article for reasons as to why researchers had chosen to use a gamified task. These reasons were then grouped into seven categories. Some authors listed multiple reasons for gamifying their approach, whereas others gave no motivations at all. Appendix A (pg141) provides details of which gamified tasks fell into each category.

To increase participant motivation:
Although I assume that increasing participant motivation was a goal for every study in this review, I found sixteen studies that explicitly used gamified tasks to measure or train cognition in a more motivating way, and the majority (10/16) of these studies were testing studies. Cognitive tests are typically a one-off measure, and re-playability is not a requirement. These gamified tasks made use of simple game-archetypes (such as space invaders or whack-a-mole), grafting them onto an existing cognitive task with the goal of encouraging self-motivation, improving participant enjoyment and even reducing test anxiety [48].

To increase usability/intuitiveness for the target age group:
Eleven tasks were gamified specifically to enhance appeal with a given age group (Appendix B - pg141). The authors of these studies hypothesised that a more intuitive interface could prevent boredom and anxiety in the target age group, which might damage motivation and concentration on the tasks at hand. Six gamified tasks were designed to be suitable for the elderly, who may not be familiar working with a mouse and keyboard [112]. Five other gamified tasks were aimed at young children, and re-framed the cognitive test as a game, in order to test the children under optimal mental conditions [106].

To reduce attrition:
Commercial gamification is often used to create long-term interest around a user experience, product or event [84]. Similarly, I found eleven studies (eight gamified tasks) that used gamification to reduce participant dropout rates over a protracted testing or training programme. Many of these gamified tasks were used in an unobserved, non-laboratory setting, and game design elements were needed to make the task more appealing and less burdensome. Task sessions were kept as short as possible to increase likelihood of completion [97,100]. For example, The Great Brain Experiment aimed to keep task sessions below five minutes in duration, and found that the shortest task, the stop-signal task (SST), was the most popular mini-game.
To investigate the effects of gamified tasks: 
Many of the studies in this review investigated the effects of gamified tasks; however, only five studies explicitly stated that their aim was to assess the motivational and cognitive effects of gamification. Three of the six gamified tasks were very simplistic, with only a few specific game elements and carefully designed non-game controls, designed to make the effects of the game elements on the data as apparent as possible.

To stimulate the brain: 
Six studies cited evidence that playing video games can be cognitively beneficial as a key factor in their decision to gamify. The past decade has seen considerable investigation into the cognitive effects of video gaming. Early findings were positive, with video gamers outperforming non-gamers on tests of working memory (WM) [113] visual attention [114,115] and processing speed [116,117]. Subsequent evidence has been less encouraging [68], but it is understandable that researchers hoping to train cognition are still keen to include gamified elements in their tasks.

To increase ecological validity: 
Cognitive training has often suffered from a lack of transferability [46,58,118]. While participants may improve at the training task, these improvements do not generalise to the real world. In a similar vein, cognitive tests have been accused of being ecologically invalid [119]. A potential solution is to make tasks more realistic; and these tasks inevitably become gamelike as 3D graphics, sounds and narrative are added. I identified six studies that used gamified tasks to test cognition in an engaging close-to-life environment or enhance transferability of learned skills. As Dunbar and colleagues explain [73], games are uniquely suited to some forms of cognitive training as they give the player freedom to make choices and experience feedback on the effects of those choices, in other words they provide opportunities for experiential learning [120].

To increase suitability for the target disorder: 
Gamified tasks may also be more appealing to patients with certain clinical conditions. Specifically, I found six studies (covering four gamified tasks) designed for people with Attention Deficit/Hyperactivity Disorder (ADHD). It is commonly reported that ADHD patients are compulsive computer game players [93]. Furthermore, patients with ADHD react differently from controls to rewards and feedback: they prefer strong reinforcement and immediate feedback, as well as clear goals and objectives, all of which can easily be delivered in a gamelike environment [50,92,121].
2.4.2 What cognitive domains has gamification been applied in?
I found comparable numbers of gamified tasks used for cognitive testing (17) and training (13), with one game that could be used for both testing and training (Appendix C - pg141). The numbers of studies investigating cognitive testing (17) and training (15) was also very similar.

Figure 2.2 shows the cognitive domains addressed by the tasks in this review. WM was the most commonly tested domain. This is likely due to its ease of testing and the fact that WM deficit is a common symptom in many disorders. General executive function, attention and inhibition were also commonly tested domains. Many gamified tasks were found to measure several cognitive domains and/or general EF, highlighting the difficulty of examining the effects of gamification on specific cognitive functions. With respect to training games, again WM was a popular target, closely followed by EF and inhibitory control training. I saw a smaller overlap in the domains covered by cognitive training tasks, they typically focused on one or two domains exclusively while test batteries tended to assess a wide range of cognitions.

Figure 2.2 Cognitive domains addressed by gamified tasks in the review, shown separately by training and testing games.

2.4.3 What game design elements have been used?
Figure 2.3 shows a breakdown of the game design elements used by gamified tasks in this review. I coded game elements only if they were directly described in the paper or if a figure indicated their presence. Most tasks made use of 2D graphics, and some game elements, such as score, sound effects, theme and positive feedback appeared in almost every game. Figure 2.4 shows screenshots from games included in this review, displaying the wide range of game types and design elements used. For example, the screenshot in the top left in taken from The Great Brain Experiment’s SST. A game which featured 2D graphics, background music, competition, minigames, non-interactive characters, points, sound effects and a strong theme.
Figure 2.3 Bar chart showing the number of gamified tasks in the review that made use of each game design element. Game elements were only coded if they were described in the task’s associated paper or if a figure clearly indicated its presence. Shown separately by testing and training.

Figure 2.4 Selection of images of gamified tasks included in this review. From top to bottom, left to right: The Great Brain Experiment, Watermons, Kitchen and Cooking, Shapebuilder, Ghost Trap, Neuroracer, Braingame Brian, WMTrainer, BAM-COG, ABMTApp and Whack-a-mole.
2.4.4 What theory has guided gamification’s application?

Of the 33 articles I reviewed, 25 made no reference to any motivational theories. The remaining eight papers touched on three theories: Flow Theory [122], Malone’s theory of Intrinsically Motivating Instruction [123] and Self-Determination Theory [124].

**Flow Theory**

Conceived by Csikszentmihalyi in 1975 [122], flow is a temporary psychological state that may occur when performing an activity. While in a state of flow, we lose track of time, lose our sense of self, and become completely focused on the task at hand. This provides a sense of “inner clarity and deep satisfaction”, causing the activity to become autotelic, that is, enjoyable for its own sake [122]. Flow is most likely to be induced by activities which have clear goals, deliver immediate feedback, provide the user with a sense of control, and most importantly, are challenging to a degree that perfectly matches the user’s skill [125]. These conditions are commonplace in video games, and it has been argued that games are popular solely because they provide easy access to flow states [27,126–128]. I saw Flow theory applied in two ways: firstly, it was used as a framework for assessing whether gamification made the task autotelic [91]. This was done using questionnaires designed to quantify flow (such as the Dispositional Flow Scale and Flow State Scale) [129–131] and by using unobtrusive behavioural measures and physiological correlates [49,132]. Secondly, flow theory was used to guide the design of the gamified task (i.e., game elements were selected to provide goals, feedback and challenges with the hope of inducing a flow state) [49].

**Malone’s Theory of Intrinsically Motivating Instruction**

Drawing on Csiksztentmihalyi’s work, Malone’s theory of Intrinsically Motivating Instruction was first conceived in 1980 [76]. Malone rooted his theory in educational games, and used the term intrinsically motivating much as Csikszentmihalyi used the term autotelic: to describe a task that is innately enjoyable and appealing. Malone’s theory sets out a framework for designing intrinsically motivating tasks, by evoking three things: challenge, fantasy and curiosity [123]. He argues that challenge is facilitated through the inclusion of goals, uncertain outcomes and rewarding feedback. That fantasy can be conjured through narrative framing, graphics and sound combined (i.e., a theme), and that fantasy provides a metaphor for the purpose of the task. By using a metaphor, the user can intuitively understand their goal and how to approach it. Finally, it is argued that curiosity is evoked through the provision of an optimal level of information complexity [132], in other words, the task should be simple enough that one can begin completing it, but it should hint at an underlying complexity: something waiting to be discovered if the user continues to engage [123]. In this review, Malone’s theory was used only
by Katz and colleagues [101] as the basis for introducing fantasy to their WM training task through the use of themed graphics.

**Self-Determination Theory**

The most modern theory of motivation seen in this review is self-determination theory (SDT) [124]. SDT is concerned with the interplay between two driving forces for motivation: *intrinsic motivation* which relates to internal motivations such as interest, curiosity, or enjoyment; and *extrinsic motivation*, which describes motivation arising from external factors such as money, power or social pressure. SDT posits that humans have three basic psychological needs: autonomy, competency and relatedness, and that activities which help us to meet these needs are intrinsically motivating [133,134].

Autonomy relates to our ability to control the direction of the activity and our part in it: are there multiple ways to address problems? Is our taking part in the activity voluntarily? Competency refers to our need to perform well at an activity, to understand our level of performance and to be able to improve upon it. Finally, relatedness refers to our need to be connected to other people, both in kinship and competition. SDT was formulated on the basis of empirical studies and has stood the test of time. It has also seen uptake in the video-games literature as a tool for exploring their appeal [135,136]. In this review, SDT was referenced by five studies [49,52,101,110,137] and was primarily used to guide game development. For example, *Watermons* [52] provided clear feedback to players on their performance on the task, thus meeting the competency need. It also provided several different paths that the player could take as they completed the task, such as optional levels and a variety characters to play as: these choices were intended to facilitate player autonomy.

### 2.4.5 How have researchers measured engagement?

Seven studies measured participant engagement with the task. Six of these assessed participants’ subjective experience of the task using self-report questionnaires [45,49,50,96,101]. Most of these questionnaires were created specifically for the study, with no standard questionnaire emerging. Items included “How much did you enjoy the task?”, and “Would you be willing to recommend this task to a friend?”, and participants responded using Likert and visual analogue scales (VAS). In some cases, these questionnaires were guided by motivational theory, for example Katz and colleagues [101] drew questions from the Intrinsic Motivation Inventory (IMI): a questionnaire commonly used in SDT research [46,138].

Two studies assessed engagement using objective measures of behaviour [50,52]. Prins and colleagues [50] asked participants to wait alone in the laboratory for 15 minutes after the task
was complete. During this period, they were allowed to: read, sit in silence, or continue playing the task. Researchers monitored player behaviour during this break to see whether either the gamified or non-gamified task was engaging enough that participants would choose to play it. In a similar way, Dörrenbächer and colleagues paused their training task five times to ask participants whether they’d be willing to complete an additional block of trials [52]. The non-game control presented this as an opportunity to “work through another block”, while the gamified variant presented this as an opportunity to train the player’s virtual pets. The task was designed such that regardless of how many ‘optional’ blocks were chosen, all participants trained for the same amount of time.

2.4.6 Does gamification work?
All study-authors were enthusiastic about their use of gamified tasks, although given the diversity of study aims; this does not mean that all gamified tasks worked as expected. Where reported, subjective and objective measures of participant engagement were positive. I identified 19/33 studies that compared a gamified task directly against a non-gamified counterpart, and these studies shed light on the specific effects of gamification on testing and training tasks (Table 2.2).

Table 2.2 Summary of evidence from studies which directly compared a gamified task to a non-game counterpart. Evidence was assessed only with respect to test validity or training outcomes, not participant engagement with the task.

<table>
<thead>
<tr>
<th>Evidence for a successful test validation or an improved training effect?</th>
<th>Studies</th>
<th>Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes</td>
<td>[32,45,47,48,50,96,97,100,103–105]</td>
<td>11</td>
</tr>
<tr>
<td>Mixed</td>
<td>[52,89,92,106,111]</td>
<td>5</td>
</tr>
<tr>
<td>No</td>
<td>[49,93,101]</td>
<td>3</td>
</tr>
</tbody>
</table>

**Task Validity**

Most gamified tests were validated successfully. Five games were of note: *Wii Tests* – four simple cognitive tests aimed at older people and delivered through the Nintendo Wii [45]. *Shapebuilder* – a colour and shape categorising game designed to measure WM and EF [103]. *The Great Brain Experiment* – a suite of graphically rich minigames testing a variety of domains and comparing participants ‘score’ against other users [100,104]. *BAM-COG* – four themed puzzle games developed to measure WM, visuospatial short-term memory, episodic recognition memory and EF [97]. *Tap the Hedgehog* – a tactile boardgame based on the corsi-block tapping task [96]. These games produced output measures that correlated fairly well with their non-gamified counterparts (full details of included gamified tasks can be found at goo.gl/PYVrH7). Validation studies varied in their design, and some studies reported complex
correlations between gamified and non-gamified tasks with multiple outputs. Sample correlations from some of the simpler validation studies suggest inter-task correlations of .45 to .60 [97,103,104,139]. Broadly speaking these were well-designed and well powered-studies, and together they provide encouraging evidence that cognitive tests can be gamified and still be useful as a research tool.

Some studies found that their gamified tests were correlated with measures of multiple cognitive domains; in other words, they were mixed-domain measures. Mixed-domain measures have upsides and downsides: they are good at detecting the presence of cognitive deficits but are less suitable for identifying specific deficits. Accordingly, they are less useful for developing models of cognition or pinpointing deficits to specific brain regions. Use of exploratory factor analysis showed that Whack-a-Mole’s primary output measure was correlated with two of the three executive functions of interest: inhibition ($r=.60, p<.001$) and updating ($r=.35, p<.05$) [51]. Space Code [48,89] had similar problems. The initial study was successful, with Space Code’s output measure correlating well with a conventional measure of processing speed ($r=.55, p<.001$). However, a second article detailing two experiments which aimed to replicate the previous finding found that Space Code’s correlations with measures of WM, visuospatial ability and processing speed were not stable [89]. The fact that Space Code was thought to be a pure measure in one study and then was found to be mixed-domain in the next highlights that designing gamified cognitive tasks is difficult, and multiple, well-powered validation studies may be required to ensure a task is measuring what is intended.

Gamification also has the potential to invalidate a task. For example, Retirement Party was compared against the Continuous Performance Task-II in healthy controls and adults with ADHD. The Continuous Performance Task-II detected more commission errors from the ADHD adults as expected ($M=56, SD=13$ vs $M=46, SD=10$), but Retirement Party did not ($M=14.4, SD=5.8$ vs $M=13.2, SD=4.3$): this likely invalidates the game as a diagnostic tool for ADHD. However, Delisle and Braun [93] discuss the possibility that Retirement Party may have detected no deficit in ADHD patients as the nature of the task was such that there was no deficit: the highly structured and feedback-rich multitask environment may have normalised the ADHD patients’ usual inattention. Such a performance boost resulting from game design elements is a disadvantage when performing a cognitive test but is likely desirable in a cognitive training scenario.
Studies directly investigating gamification

Several studies in this review focused specifically on adding game elements to cognitive tasks to investigate the resultant changes in data, enjoyment and motivation. Dovis and colleagues [92] studied whether different types of incentive could normalise ADHD children’s performance on WM training. They found that regardless of incentive, ADHD children did not perform as well as healthy controls. ADHD children also experienced a decrease in performance over time, but this was prevented by both high financial incentive and gamification (Megabot). These results indicate that performance problems in ADHD training might be somewhat alleviated through the use of gamified tasks. This is further supported by Prins and colleagues study (Supermecha [50]) which found that ADHD children completed more training trials ($M=199$, $SD=47$ vs $M=134$, $SD=34$), with higher accuracy (69% vs 51%), when trained using a gamified WM training task as opposed to a non-gamified one. Children in the gamified condition were also opted to train for longer and enjoyed the training more. In a similar vein, The Great Brain Experiment [32] and GAME [104] both showed gamified tasks to be appropriate for measuring and training WM. With Ninaus and colleagues presenting evidence that gamification can improve overall participant performance in a WM training task [32], and McNab and Dolan showing that data collected from two very different gamified and non-gamified tasks could fit similar models of WM capacity [104].

In contrast, WMTrainer was assessed across seven different task variants which made use of different combinations of game elements [101]. They compared training improvement across conditions and found the greatest training effect in variants with minimal game design elements. The fully gamified variant had one of the shallowest improvement slopes and none of the task variants made any difference to subjective motivation scores. However, even the minimally gamified version still had simple graphics and displayed a player score at the end of the block. It is possible that even this minimal gamification was enough to increase motivation, and that adding ‘distracting’ game elements such as persistent score display may have a negative impact on performance by inducing stress or new cognitive demands [101].

One of the most theoretically driven tasks I reviewed, Watermons [52], found that gamification increased the effect of training (reducing RTs and task-switching costs) compared to a non-gamified version of the training. Participants were also more willing to train in the gamified condition; opting to complete more blocks.

Miranda and Palmer [49] used a visual search task with two forms of reward for fast and accurate responses: sound effects and points. They found that sound effects led to increased
RTs, potentially due to attentional capture, and did not improve ratings of subjective experience. Points appeared to have no effect on data and boosted subjective experience scores. These results highlight the delicate nature of designing gamified cognitive tests, since something as innocuous as a few sound effects had deleterious effects on participant performance.

Finally, Hawkins and colleagues [47] compared gamified variants of two decision making tasks against non-game counterparts. No difference between the data collected by the gamified variants and the non-game variants was found. Subjective ratings indicated that both variants of both tasks were equally boring and repetitive, but that the gamified variants were more interesting and enjoyable.

2.5 Discussion
This review identified seven reasons why researchers use gamification in cognitive research. These include the typical applications of gamification such as increasing long and short-term engagement with a task, but also more clinically related reasons such as making tasks more interactive in order to enhance the effect of cognitive training. Several studies aimed to reduce test anxiety and optimise performance in groups that traditionally dislike being tested, particularly electronically, such as elderly people and children. By hiding the test behind a novel interface and gameplay, the target audience might feel more comfortable.

I reviewed several gamified tasks aimed at training and testing people with ADHD, and overall these tasks appear highly engaging to users, in some cases even increasing the time spent training. Gamified tasks may be valuable for assessing ADHD patients as computer games are particularly appealing to them: with rapid rewards, immediate feedback and time-pressure being exactly the type of stimulus the ADHD brain craves [140,141]. The dopaminergic system is thought to be abnormal in ADHD [142,143]. However, it is thought that playing video games can facilitate the release of extra-striatal dopamine, which plays a role in focusing attention and heightening arousal [144,145]; this may improve player performance and motivation. Nevertheless, as Delisle and Braun discuss [93], we must be cautious that liberal use of game design elements does not reverse the very deficit we are hoping to measure.

One of the primary reasons that psychologists are keen to utilise gamification is to reduce the impact of low motivation and accordingly increase performance in research populations. Gamification might result in faster response times, increased accuracy, less RT variance etc, by reducing confounding caused by low motivation [47]. The results of [47,48,52,89], show that gamified tasks can be used to improve motivation while still maintaining a scientifically valid
task. However, Katz and colleagues [101] and Miranda and Palmer [49] highlight how difficult a balancing act this can be, with several game elements having unforeseen deleterious effects on performance. If gamified psychological tasks are to become common in the future, further research is required to disentangle the impact of specific game elements on task performance, as these studies have already begun to do.

2.5.1 Defining engagement

Studying the use of language in the reviewed articles revealed a variety of ways in which authors used the term engagement. Notably, the word rarely appeared on its own, instead being used as part of a word pair such as “engagement and enjoyment” [47,100] or “engagement and compliance” [105]. This cautious use of the term may be the result of its ambiguous meaning [146,147].

Engagement is a word found in many different contexts: from market research, to game design, to healthcare provision. It has many similar, yet subtly different, definitions, making its usage in scientific literature imprecise. On one hand, when we talk about users ‘engaging’ with a website: we are typically referring to behaviour [148]. For example, how often does a user return to the site? How long do they spend on the site? What content are they exploring? On the other hand, when we see an ‘engaging’ film, we refer to our subjective experience [149]. We enjoyed ourselves. We lost track of time. We became immersed in the film’s story, etc. Of these two distinct meanings, the former has established itself in the language of digital behaviour change and much of the commercial sphere, while the latter definition is most at home in the fields of computer science and human computer interaction.

A recent systematic review by Perski and colleagues [150] formally integrated these two concepts into the following definition: Engagement is the extent (e.g., amount, frequency, duration, depth) of usage and the subjective experience (characterised by attention, interest and enjoyment). They conceptualise engagement as a multidimensional construct, with the user’s subjective experience of the task driving the behavioural aspects of engagement.

Henceforth I will refer to the objective and behavioural aspects of engagement as amount of engagement, and the subjective, experiential and self-report aspects of engagement as quality of engagement.

2.5.2 The theoretical basis of gamification

Three theories of motivation were referenced in this review: Flow Theory [122], Malone’s theory of Intrinsically Motivating Instruction [123] and SDT [124]. I argue that despite conceptual differences between Malone’s intrinsically motivating activity and SDT’s
intrinsicly motivating activity, and flow theory’s autotelic activity, all these theories posit a causal link between the constituent elements of an activity and whether it is enjoyable for its own sake. Combining this hypothesis with the above definition of engagement [150] affords a logical third step: that the constituent elements of a task drive the users’ quality of engagement (subjective experience), and that quality of engagement in turn drives the users’ amount of engagement. It is this hypothesis that forms the theoretical basis of gamification [38].

It is therefore curious that the majority of studies I reviewed made no mention of motivational theory whatsoever. Though the relationship between quality and amount of engagement is not yet fully understood [150], there is evidence from both flow theory and SDT on the relationship between task components and subjective experience [127,151]. I assume that many of the authors in this review implicitly assumed the above hypothesis, since the very act of gamifying a task implies a causal chain from game elements through to increased amount of engagement.

2.5.3 Differences between training and testing tasks
Gamified training tasks typically contained many game design elements and were similar in appearance to commercial video games (Figure 2.5). Cognitive training normally requires several sessions to be effective, and as a result, training tasks need to be engaging enough to play for many hours. 3D graphics were quite prevalent, as was the use of avatars, points, levels and dynamically growing game worlds (Figure 2.3). Long-term goals which had to be completed over repeated sessions were also common and served to sustain amount of engagement over a long period of time.

In contrast, gamified tests were simpler, predominantly using 2D graphics, sound effects, score and theme to create the appearance of a game. Several gamified tests simply presented themselves as “puzzles” which the participant had to complete. Tasks of this nature represent gamification at its simplest, but they were well received by users, implying that minimal gamification is better than no gamification.

In general, gamified cognitive tests typically used fewer game design elements (Figure 2.5) than gamified training tasks and restricted themselves to mostly superficial changes such as the introduction of points, themed graphics, and sound effects. This is likely due to the constant tension between creating an engaging task and the risk of undermining the task’s scientific validity: including unknown game elements might have deleterious effects on the data collected.
2.5.4 Validating gamified tasks
I found heterogeneous standards for validating gamified tasks. Typically, gamified cognitive tests were validated rigorously, using correlation with similar cognitive tasks and factor analysis to determine whether they were performing as expected. Many training studies investigated a gamified task only, meaning the effect of gamification cannot be dissociated from the effect of the intervention. Sample sizes were quite small (Figure 2.6) in many studies, and there was little consideration of statistical power when sample sizes were decided upon, with only 5/33 articles describing a power calculation. Gamified cognitive tests are novel scientific instruments and must be validated as such. Small pilot studies, followed by larger validation studies including assessment of test-retest reliability, and internal and external validity of the measures taken by the game are needed [152]. Regarding cognitive training, ideally gamified training should be treated as an intervention and so the current gold standard of a blinded randomised control trial is appropriate [153].
2.5.5 Limitations
One limitation of this review is the possible subjectivity in the selection process. Gamification in psychology is a rapidly growing field, hence I decided to focus specifically on ‘gamified cognitive training and testing’. This resulted in some articles being excluded on the subjective basis of ‘not being cognitive’ or ‘not being gamified’. Nevertheless, to counteract this subjectivity, articles were only included in the review on consensus from both reviewers (JL and EE), and a 20% selection check was performed by EE on articles from the title-screening stage onwards. An additional consideration is that many of the studies reviewed were of a preliminary nature, and as such the findings reported here should be considered tentative.

2.6 Chapter Summary
In this chapter, I systematically reviewed the literature on gamified cognitive tasks. I used a broad search strategy, selecting primary research articles which had validated a novel gamified task to measure or train cognition, and were published between January 2007 and October 2015.

Researchers used gamification for a variety of purposes, including increasing both quality and amount of engagement. Gamification was used to reduce test anxiety, increase training transfer and increase task suitability for specific age groups and patient groups. A wide variety of gamified tasks were reviewed, from simple 2D puzzles through to fully interactive 3D training games (Figure 2.4).

I found equal numbers of training and testing tasks, and the mostly commonly addressed cognitive domain was WM, followed closely by general EF, attention and inhibition. It has been suggested that gamifying a cognitive task might result in higher quality data or more effective training, either by reducing between-subject noise, attenuating motivational differences or by improving participant performance [47], but my review found no evidence to support this.

In two-thirds of studies gamified tasks were directly compared against non-gamified tasks; and evidence was generally in favour of gamification (Table 2.2). Gamified tests were found to be valid, and gamified training improved training outcomes more than control. However, there were cases where gamification worsened participant performance [49,89,101] or had mixed effects [52,89,92,106,111]. Furthermore, one third of studies lacked appropriate controls to distinguish the effect of gamification from the test or intervention. Study designs were heterogenous, and sample sizes were typically small (Figure 2.6). Many studies introduced multiple game design elements into a task at once, making it difficult to determine which game elements were driving which effects (Figure 2.5).
I surveyed the way in which researchers use the term *engagement* and sourced a more rigorous definition. Henceforth I will refer to the subjective, experiential, and self-report aspects of engagement as **quality of engagement**, and the objective and behavioural aspects of engagement as **amount of engagement**. I also investigated methods used to assess participant engagement and found that self-report measures of quality of engagement were far more common than measures of amount of engagement. Most of studies I reviewed stated that gamification was well received, and measures of engagement were universally positive. Despite concerns that some commonly used game elements might reduce participant motivation [154] (such as by having a visibly low score [155]), I found no evidence that this was the case. However, the recurrent investigation of only one dimension of engagement reduces the certainty of these findings.

I assessed the motivational theories, and the relative lack thereof, that underpinned the reviewed studies: briefly overviewing Flow Theory [122], Malone’s theory of Intrinsically Motivating Instruction [123] and SDT [124]. These theories all posit a causal link which, when combined with the above definition of engagement, results in the hypothesis that underpins the concept of gamification. That the constituent elements of a task drive the users’ quality of engagement, and that quality of engagement in turn drives the users’ amount of engagement.

In conclusion, this review raises several interesting directions for research. Promisingly, the evidence suggests that it is possible to develop valid gamified tests and effective gamified training, though this was not the case for all articles reviewed. I also saw evidence that gamification was effective for increasing engagement, though mostly with respect to quality of engagement.

Nevertheless, the field of gamified cognitive tasks is still in its infancy, and more rigorous study designs with larger sample sizes are needed. Furthermore, the studies I reviewed provide little insight into the relationship between individual game design elements, engagement, and cognitive processes. The next chapter documents an empirical study I conducted to explore this relationship further.
Chapter 3: The effects of points and theme on test data and quality of engagement (Experiment 1)

This chapter is based on my publication in PeerJ [156].

3.1 Chapter Aims
This chapter documents my first empirical study into the effects of gamification of cognitive data and participant quality of engagement. I had four aims, namely to:

1. Develop an experimental methodology to answer the research questions of this thesis
2. Investigate the effects of individual game elements on the primary cognitive outcome measures of the Go/No-Go task (GNG)
3. Investigate the effects of individual game elements on quality of engagement
4. Investigate the impact of testing online compared to testing in the laboratory

3.2 Introduction
In the previous chapter I reviewed the literature on gamified cognitive tasks and identified a shortage of research examining the effects of individual game elements. In many cases, gamified tests contained multiple game elements, making it difficult to determine causal links between game elements and effects on cognitive data or quality of engagement. My review found mixed, though generally positive, evidence for the effects of gamification on cognitive test data. On one hand, gamification could be a benefit [32,92]. Low motivation to complete experimental studies may have negative effects on data quality, adding noise and leading to suboptimal performance [21], and gamification may be able eliminate this problem. On the other hand, there was also evidence that gamification can worsen participant performance [49], potentially by introducing new task demands. The evidence suggested that gamified tasks typically improved participant quality of engagement [48,51,52].

As described in Section 1.1, web-based testing has rapidly risen in popularity over the last decade; enabled, in no small part, by Amazon Mechanical Turk (www.mturk.com) [6]. MTurk is a ‘work marketplace’ which allows users to sign up, complete small online tasks and receive reimbursement for their time. While MTurk is mostly used for non-research purposes, it has grown popular in the behavioural sciences because it enables the testing of large numbers of people in a very short time. Studies investigating the comparability of data from laboratory and online versions of tasks have reported mixed findings [1,3,157,158]. These differences may arise from a number of factors, including: differences in the population sampled (with online participants tending to be older than those recruited through traditional methods), differences in hardware used, the suitability of the remote environment for concentration and reduced
motivation due to lack of experimenter presence [4]. Engaging participants in online studies is particularly challenging [8,9], making web-based testing an obvious application area for gamification.

In this study, I had two reasons for comparing data collected online and in the laboratory. Firstly, I wanted to investigate differences in cognitive data and check whether web-based testing would be a suitable methodology for the remainder of my research. Secondly, I wanted to see if gamification had the same effect on engagement across both sites.

The goal of this study was to compare three variants of a GNG, delivered both in the laboratory and online using Xperiment, a web-based platform for psychological experiments (www.xperiment.mobi). Online participants were recruited and paid using MTurk, but both online and laboratory participants used Xperiment’s specialist software to complete the experiment itself. The three task variants included: one variant where participants were rewarded with points for performing optimally (points variant), one where the task was themed as a cowboy shootout (theme variant), and a standard GNG as a control condition. These task variants were chosen because my review showed points and theme to be among the most common game design elements used in gamified cognitive tasks (Figure 2.3).

Points and scoring systems have a long history in all types of games. Though seemingly simple, their mechanisms of motivation are not fully understood, and evidence suggests they serve multiple functions. A full review of the psychological effects of points is beyond the scope of this thesis, but I will touch on two keys aspects here.

Firstly, points may serve as a reward in and of themselves. A common assumption among games designers is that dopamine is the brain chemical responsible for pleasure and enjoyment, and that points (and other in-game rewards) provide players the ‘dopamine hit’ they are seeking [159]. Though this interpretation is an oversimplification, there is evidence from the animal behaviour literature of an association between reward (sucrose water, food pellets, amphetamine, etc) and dopamine release [160–163]. Similarly, in humans, positron emission tomography (PET) scans have shown increased striatal-dopamine release as a result of playing a reward rich video-game [164]. That said, dopamine’s relationship with reward and has not been fully untangled [165]; and there’s evidence of associations between dopamine and hedonic reward [166], motivation for reward [167], learning how to achieve reward, and more (see [168] for a review).
Secondly, points may serve to quantify feedback on player performance. Depending on the implementation, feedback valance (positive or negative) might be indicated by the magnitude of the points score (high or low scoring trials), or by the sign of the points score (gaining or losing points). In both cases, points may help the player to improve their performance by indicating which strategies are effective (positive feedback) and which strategies are not (negative feedback) [169]. Theoretically speaking, both Self-determination Theory (SDT) and flow theory, posit that performance-related feedback helps to meet the competency need and induce a flow state [122,134]. But empirical evidence suggests that the effects of feedback on motivation, performance and effort are not so simple (see [169,170]).

3.2.1 Hypotheses
When designing the gamified task variants, I aimed for similarity to the non-game control in the hope of minimising any impact on cognitive data. I therefore hypothesised no difference between median RT or mean No-Go accuracy between any of the task variants but had no expectations regarding differences in Go accuracy between the task variants. Based on the findings of Chapter 2, I hypothesised that participants would have a higher quality of engagement with the theme and points variants compared to the non-game variant. I also hypothesised that participant quality of engagement would be lower in the online condition.

3.3 Methods

3.3.1 Design and Overview
I used a 2 × 3 between subjects design, with task variant (non-game, points, theme) and test location (laboratory, online) as factors. The dependant variables of interest were RTs on Go trials, Go trial accuracy, No-Go trial accuracy and quality of engagement. The study was pre-registered on the Open Science Framework (osf.io/va547).

3.3.2 Participants and Procedure
Participants were recruited through existing email lists and poster advertisements around the University of Bristol. These participants were tested in the laboratory and received either course credit or £3 in compensation for their time. A second group of participants were recruited through MTurk; they received payment of $1.50. All participants required to be older than 18 years of age, not have a diagnosis of Attention Deficit/Hyperactivity Disorder and not be colour blind. Once enrolled, participants were randomly assigned to one of the three task variants. Since testing site (laboratory or online) was determined by the participant’s method of signup, the groups were not matched.
Study sessions lasted approximately 15 minutes. Each participant took part in only one task variant. Participants confirmed they met the inclusion criteria and provided consent using an online form. Demographic information was collected on the participant’s age, sex, ethnicity, level of education and the number of hours they spent playing video games per week. Participants then began the study, instructions for the task were displayed, and the GNG task was delivered, followed by the questionnaire and finally a debrief screen. Participants were free to withdraw from the study at any point by simply closing the browser window, this would result in no data being saved. Ethics approval was obtained from the Faculty of Science Research Ethics Committee at the University of Bristol (ref: 22421). The study was conducted according to the revised Declaration of Helsinki, 2013 [171].

3.3.3 Materials

Online and Laboratory platforms

To eliminate task differences caused by variations in delivery platform, I used Xperiment to host both the lab and the online version of the task. Xperiment is an online experimental platform which has been shown to collect comparable data to other, offline, test software [172,173]. Laboratory participants were seated in a computer cubical while they completed the task and the questionnaire via the Internet. They used a PC with a mouse and keyboard to complete the task. MTurk participants accessed the same experimental software, but via their own PC or laptop.

Go/No-Go Task

Response inhibition, i.e., the ability to stop or withhold a motor response, is a key feature of executive control [174]. The GNG is one of two tasks commonly used to assess response inhibition (the other is the stop-signal task, see Section 5.3.3): it comprises a reaction-time task with a fixed set of no-action stimuli. It tests inhibitory control by repeatedly presenting stimuli to which the participant must respond rapidly, while occasionally presenting stimuli to which the participant must avoid responding.

I decided to use a GNG task on the basis that it was a natural fit for gamification to a cowboy shootout theme. Several commercial arcade games (such as Duck Shoot) involve the player rapidly shooting specific targets (ducks) while avoiding others (baby ducks). Such games are GNG tasks in disguise, and provide a good metaphor for the actions required by the GNG task [123]. The GNG task also has additional qualities that make it suitable in this context. Firstly, it is a commonly known and commonly used cognitive task. Secondly, it records RT, allowing me to detect potential slowing effects caused by gamification. Thirdly, it is a relatively simple task,
with simple outcome measures, and therefore served as a first step on the road to investigating gamified cognitive tasks in more detail.

I developed my own GNG task for use on the Xperiment platform, based on the tasks used by Benikos and Bowley and colleagues [175,176], but with custom game elements for each variant. Each trial began with a fixation cross displayed in the middle of the screen, 500 ms later a picture appeared in the centre of the screen and remained for 600 ms. On Go trials the participant had to respond to the stimuli as fast as they could by pressing the spacebar within this 600 ms window. In No-Go trials (signalled by the image content) they simply had to withhold their response. Each trial was followed by a variable inter-trial-interval of 500-1000 ms. If the participant responded incorrectly, the inter-trial interval was replaced by a feedback screen, failed No-Go trials resulted in a red cross being overlaid on the stimuli, while incorrect no-responses were followed by "Too slow" written in red text.

The task consisted of 5 blocks of 60 trials each. Between each block a pause screen was displayed and the participant had to wait for 10 seconds. Each block contained 5 sub-blocks of 12 trials, and each sub-block consisted of 9 Go trials and 3 No-Go trials, in a randomised order. In total, the task contained 75 No-Go trials (25%) and 225 Go trials (75%) and took around 11 minutes to complete. GNG tasks vary widely in their design, but using 25% No-Go trials is similar to several other studies [175,177–179].

**Non-game Variant**
The non-game variant used a stimulus set consisting of a diverse range of 20 everyday objects: 15 green and 5 red. Go trials used the green object, and No-Go trials used the red objects (Figure 3.1A). I selected green and red objects to ensure that the non-game variant was as intuitive as the themed variant, as these colours are commonly associated with going and stopping [180]. Appendix D (pg142) shows the instructions presented to the participants.

**Points Variant**
The points variant was identical in structure to the non-game variant, except that a scoring system was added, based on that used by Miranda and Palmer [49]. The participant’s score was displayed in the middle of the screen, to the left of the stimuli (Figure 3.1C). On each successful Go trial the participant earned points equal to \( Bonus \times 0.1 \times (600 - RT) \). This bonus was a multiplier \( (2 \times, 4 \times, 8 \times \ldots) \) which doubled every 5 trials but was reset to \( \times1 \) when the participant made a No-Go error. On a successful inhibition the bonus was not lost, but no points were awarded. This scoring scheme also fits with the findings of Guitart-Masip and colleagues [181], who found that subjects were much more successful in learning active
choices when rewarded for them, and passive choices when punished. The points awarded in
the previous trial were displayed in the centre of the screen during the inter-trial interval. The
instructions framed the task as a game (Appendix E - pg142).

**Theme Variant:**
The theme variant also used the same format as non-game variant, except with the addition of
a theme designed to provide a narrative framework for the action required by the task
(Appendix F - pg142). The participant was introduced to the task as a shooting game, where
they were the sheriff of a small town and a group of criminals had holed up in a saloon and
taken hostages. The GNG task proceeded as above but the stimuli were replaced with cartoon
characters, with cowboys as Go targets and innocent civilians as No-Go targets (Figure 3.1E).
Throughout each block a cartoon saloon graphic remained on the screen, with stimuli
appearing in the doorway. When the participant pressed the response key a blood splat was
overlaid onto the current stimuli for the remainder of the trial time. Feedback was presented
in the inter-trial interval, as in the non-game variant. The stimulus set consisted of 15 cowboys
and 5 innocent civilians.

![Figure 3.1](image)

*Figure 3.1 No-Go trial from the non-game variant. B: Go trial from the non-game variant. C:
No-Go trial from the points variant. D: Go trial from the points variant. E: No-Go trial from the
theme variant. F: Go trial from the theme variant.*
Assessment of Quality of Engagement

After completing the task participants were presented with a brief questionnaire to assess their experience of the task. Following the approaches of Hawkins and colleagues, and Miranda and Palmer [47,49], 11 questions were selected:

1. How enjoyable did you find the task?
2. How frustrating did you find the task?
3. Was it difficult to concentrate for the duration of the task?
4. How well do you think you performed on this task?
5. How mentally stimulating did you find this task to be?
6. How boring did you find the task?
7. How much effort did you put in throughout the task?
8. How repetitive was the task?
9. How willing would you be to take part in the study again?
10. How willing would you be to recommend the study to a friend?
11. How intuitive did you find the pictures chosen for stop and for Go?

Participants responded using a continuous VAS, presented as a horizontal line with an appropriate label ("Not at all", "Very much") at each end and no subdivisions. Participants marked a point between these two labels using their mouse, which was recorded as percentage distance along the line. The questionnaire was delivered using the same Xperiment platform that delivered the tasks.

3.3.4 Dependent Variable Calculation

Go Trial Reaction Times
Go Trial RTs were summarised using the participant’s median RT from all Go trials.

Go Trial Accuracy
Go Trial Accuracy was summarised using the participant’s mean accuracy (%) on all Go trials.

No-Go Trial Accuracy
No-Go Trial Accuracy was summarised using the participant’s mean accuracy (%) on all No-Go trials.

Quality of Engagement
Quality of Engagement was measured by calculating the participant’s mean VAS score from items 1-10 on the assessment of quality of engagement. Items 2,3,6 and 8 were reverse scored.
3.3.5 Bayesian Statistics

In the analyses below, where appropriate, differences between groups were assessed using post-hoc $t$-tests. Frequentist statistics are not ideal for testing equivalence [182,183], and so when there was no evidence of a difference between group-means, I used Bayesian $t$-tests and Bayes Factors (BF) to assess the evidence for no difference [184,185].

A Bayesian $t$-test produces a BF, which compares the evidence for two hypotheses. If the evidence favours one hypothesis over the other then the BF will reflect that, but if the evidence is equal for both hypotheses then the BF will imply that the data are insensitive [184,186,187] (Table 3.1). I used the Bayesian $t$-test procedure in JASP (jasp-stats.org), with a Cauchy prior width of 0.707. Setting the Cauchy prior width to 0.707 means that one hypothesis is “the effect size is zero” and the other is “the effect size is between -0.707 and 0.707”. Although both hypotheses are centred on an effect size of 0, the former makes a stronger claim than the latter. As such, effect sizes which are not close to 0 are better represented by the latter hypothesis. A prior width of 0.707 was selected because it represents the expectation of a medium-large effect, thus weighting the BF against small effects and reducing the likelihood of a false positive.

**Table 3.1 Interpreting Bayes factors (adapted from [186])**

<table>
<thead>
<tr>
<th>Hypothesis 0: The effect size is 0</th>
<th>Strength of Evidence</th>
<th>Hypothesis 1: The absolute effect size is between 0 and X</th>
</tr>
</thead>
<tbody>
<tr>
<td>$0.33 \leq BF \leq 1$</td>
<td>No support either way</td>
<td>$1 \leq BF \leq 3$</td>
</tr>
<tr>
<td>$0.1 \leq BF \leq 0.33$</td>
<td>Positive</td>
<td>$3 \leq BF \leq 10$</td>
</tr>
<tr>
<td>$0.01 \leq BF \leq 0.1$</td>
<td>Strong</td>
<td>$10 \leq BF \leq 100$</td>
</tr>
<tr>
<td>BF&lt;0.01</td>
<td>Decisive</td>
<td>BF&gt;100</td>
</tr>
</tbody>
</table>

3.3.6 Statistical Analysis

**Go Trial Reaction Times**

To assess the effect of gamification on Go RTs I used a two-way ANOVA of Go Trial RT with task variant (non-game, points theme) and test location (laboratory, online) as between-subjects factors. I used box and whisker plots to compare Go RTs across the task variants.

**Go Trial Accuracy**

Accuracy data were handled similarly. I assessed the effect of gamification on Go accuracy using a two-way ANOVA of Go accuracy with between-subjects factors of task variant (non-game, points theme) and test location (laboratory, online). Again, I used box and whisker plots to compare Go accuracy across the task variants.
**No-Go Trial Accuracy**

I assessed the effect of gamification on No-Go accuracy using a two-way ANOVA of No-Go accuracy with between-subjects factors of task variant (non-game, points theme) and test location (laboratory, online). Again, I used box and whisker plots to compare accuracy across the task variants.

**Quality of Engagement**

I assessed differences in participants’ quality of engagement scores both visually (as mean scores and individual items) and using a two-way ANOVA with task variant (non-game, points theme) and test location (laboratory, online) as factors.

**3.3.7 Sample size determination**

At the time of study design, no previous study had investigated differences in data produced by gamified and non-gamified GNG tasks, and I therefore had no previous effect size on which to base a sample size determination. My primary hypotheses estimated no effect of gamification on cognitive data, and so I based my sample size calculation of a positive effect of gamification on quality of engagement. To detect a medium effect (\(\eta^2=.05\)) of gamification on quality of engagement, I required a sample size of 297. I set this to 300 so I could divide the sample equally across the three task variants.

**3.4 Results**

The data that form the basis of these results are available from the University of Bristol Research Data Repository ([10.5523/bris.1hjvqlpbtrak9611ua9ml40bauie](http://10.5523/bris.1hjvqlpbtrak9611ua9ml40bauie))

**3.4.1 Characteristics of Participants**

A total of 304 participants took part in this study, however four participants from the online group were excluded from the subsequent analyses because I did not record any responses from them for the duration of the GNG task. A further thirteen participants were excluded due to extremely poor Go accuracy rates (more than 4 inter-quartiles ranges away from the median).

Excluding these outliers, 287 participants took part: 84 in the laboratory (mean age = 21, SD = 4, 26% male) and 203 online (mean age = 35, SD = 11, 50% male). A chi-square test indicated that the number of male participants in the laboratory site was statistically different to the online (\(X^2 = 14.012, p<.001\)). A t-test provided evidence for difference in ages between the laboratory group and online (\(t = 16.35, p<.001\)), with the online participants being older on average. Participants who took part online reported slightly more hours spent playing computer games per week (median = “1 to 5”) than those that took part in the lab (median =
there was evidence that the distributions of responses for both groups differed, with the laboratory group being skewed towards 0 (Mann-Whitney $U = 3994$, Online=203, Lab=84, $p<.001$). Online participants also reported higher levels of education (median = “Bachelor’s degree”) than those in the laboratory (median = “High School Graduate”), and there was evidence that these distributions differed, with 83% of the laboratory group being high school graduates and the online group being a relatively even split between high school graduates and university graduates (Mann-Whitney $U = 5330$, Online=203, Lab=84, $p<.001$). However, given that most laboratory participants were undergraduates, they would be equally educated within a few years. Ethnicity also differed between sites ($X^2_{4, N=287} = 20.456, p<.001$): both groups featuring a high proportion of participants of European ancestry (69% in the laboratory, 85% online,) but I saw a higher proportion of East Asian participants in the laboratory sample (14% vs 4%). Screen resolution in the laboratory was 1920 x 1080, median screen resolution online was 1440 x 900.

The laboratory condition included ~27 participants in each task variant and the online condition included ~68 participants in each task variant (Table 3.2). Precise allocation of equal numbers of participants to each task variant could not be achieved online due to multiple concurrent signups to the experiment-platform.

### 3.4.2 Go Trial Reaction Times

Data from Go trials in all three variants and on both sites are shown in Figure 3.2, Figure 3.3 and Table 3.2. A two-way ANOVA of Go RTs indicated strong evidence for effects of both task variant ($F_{2,281}=174.891, p<.001, \eta^2=.56$), and site ($F_{1,281}=24.906, p<.001, \eta^2=.08$); however, there was no clear evidence of an interaction ($p=.30$). Go RTs were longer online and were also longest in the theme variant. Post-hoc $t$-tests showed that RTs from the theme variant were longer than the points ($t_{190} = 16.316, p<.001, d=2.37$) and non-game ($t_{186} = 16.991, p<.001, d=2.49$) variants; however, I could not detect a difference between the points and non-game variants ($t_{192}=.085, p=.93, d=.01$). A Bayesian $t$-test showed substantial evidence that Go RTs were equal in the non-game and points variants ($BF=.16$).

I also performed an exploratory analysis into the effect of task duration on RT (Appendix G - pg143), and found evidence that RTs shortened over the course of the task, but there was no evidence this change differed between task variants.
Table 3.2 Mean data from Go and No-Go trials, shown by site and task variant

<table>
<thead>
<tr>
<th>Site</th>
<th>Variant</th>
<th>N</th>
<th>Median RT (95% CI)</th>
<th>Accuracy (95% CI)</th>
<th>Median RT (95% CI)</th>
<th>Accuracy (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Online</td>
<td>Non-game</td>
<td>67</td>
<td>401ms (392 - 410)</td>
<td>97% (96.2 - 97.8)</td>
<td>368ms (350 - 385)</td>
<td>93.8% (92.5 - 95.1)</td>
</tr>
<tr>
<td></td>
<td>Points</td>
<td>71</td>
<td>402ms (393 - 412)</td>
<td>98% (97.5 - 98.6)</td>
<td>372ms (355 - 389)</td>
<td>95.1% (94.2 - 96)</td>
</tr>
<tr>
<td></td>
<td>Theme</td>
<td>65</td>
<td>481ms (473 - 490)</td>
<td>88.3% (86.1 - 90.5)</td>
<td>467ms (457 - 477)</td>
<td>65.7% (61.7 - 69.6)</td>
</tr>
<tr>
<td>Lab</td>
<td>Non-game</td>
<td>28</td>
<td>376ms (366 - 387)</td>
<td>99.4% (99.1 - 99.7)</td>
<td>356ms (336 - 376)</td>
<td>93% (90.7 - 95.3)</td>
</tr>
<tr>
<td></td>
<td>Points</td>
<td>28</td>
<td>377ms (365 - 388)</td>
<td>99% (98.3 - 99.7)</td>
<td>351ms (331 - 370)</td>
<td>93.1% (91.1 - 95.2)</td>
</tr>
<tr>
<td></td>
<td>Theme</td>
<td>28</td>
<td>469ms (459 - 480)</td>
<td>92.3% (90.6 - 94)</td>
<td>448ms (436 - 461)</td>
<td>65.6% (61.1 - 70.2)</td>
</tr>
</tbody>
</table>

Figure 3.2 Box and Whisker plots of Median Go RTs, shown separately by task variant and test location

3.4.3 Go Trial Accuracy

Accuracy followed a similar pattern. A two-way ANOVA found evidence for main effects of both task variant ($F_{2,281}=72.974, p<.001, \eta^2=.34$) and site ($F_{1,281}=15.277, p<.001, \eta^2=.05$). Again, there was no evidence of an interaction ($p=.14$). Go accuracy was generally very high, as expected, although it was slightly lower online (Figure 3.3). Post-hoc t-tests showed that the theme variant had lower accuracy than the points ($t_{190}=10.347, p<.001, d=2.03$) and non-game ($t_{186}=9.413, p<.001, d=1.75$) variants. I saw no evidence for a difference between the points and non-game variants ($t_{192}=1.511, p=.13, d=.23$) and a Bayesian t-test provided insufficient evidence to support either equality or a difference between points and non-game variants.
(BF=.46). Due to the non-normality of the data, I used Mann-Whitney U tests to confirm the ANOVA findings (Appendix H - pg144).

### 3.4.4 No-Go Trial Accuracy
Data from No-Go trials in all three variants and from both sites are shown in Figure 3.3 and Table 3.2. A two-way ANOVA of No-Go accuracy data found evidence for an effect of task variant ($F_{2,281}=247.362$, $p<.001$, $\eta^2=.64$), but no evidence for an effect of site or an interaction ($ps>.393$). No-Go accuracy was much lower in the theme variant than the other two variants, and post-hoc t-tests showed that the theme variant was different to the points ($t_{190}=18.396$, $p<.001$, $d=3.57$) and non-game ($t_{186}=17.582$, $p<.001$, $d=3.28$) variants. Again, I saw no clear evidence of a difference between the points and non-game variants ($t_{192}=1.012$, $p=.31$, $d=.15$), but a Bayesian t-test found good evidence that No-Go accuracy was equivalent in the non-game and points variants (BF=.25).

I performed an exploratory analysis into the effect of task duration on No-Go accuracy (Appendix I - pg145) and found evidence that No-Go accuracy worsened over the course of the task, but there was no evidence this differed between task variants.

I saw ceiling effects in both the points and non-game variants, which resulted in skewed distributions. Due to the non-normality of the data, I used Mann-Whitney U tests to check the results of the post-hoc t-tests of Go and No-Go accuracy between task variants (Appendix H - pg144). All Mann-Whitney U tests confirmed the findings of the t-tests.

![Figure 3.3 Box and Whisker plots of Go and No-Go accuracy, shown by task variant and site](image)

*Figure 3.3 Box and Whisker plots of Go and No-Go accuracy, shown by task variant and site*
3.4.5 Quality of Engagement

Figure 3.4 shows the mean scores from the assessment of quality of engagement, by site and task variant. A two-way ANOVA of total-score data found evidence of a main effect of task variant ($F_{2,281}=3.719$, $p=.025$, $\eta^2=.026$) and site ($F_{1,281}=5.756$, $p=.017$, $\eta^2=.02$), but no evidence of an interaction ($F_{2,281}=.160$, $p=.85$, $\eta^2=.001$). Quality of engagement scores were higher online ($t_{285}=2.413$, $p<.016$, $d=.31$), with online participants rating the tasks as more repetitive than those in the laboratory group, but being much more willing to take part in the study again.

Post-hoc $t$-tests showed that the non-game variant provided a lower quality of engagement than the points variant ($t_{192}=2.986$, $p=.003$, $d=.43$), but no other differences were found ($ps>.178$). Bayesian $t$-tests were inconclusive as to whether quality of engagement was equal between the points and theme variants or the non-game and theme variants (BF=.32 and .37 respectively).

I suspected that heterogeneity in group composition might be responsible for the difference in quality of engagement between the laboratory group and the online group. Consequently, I performed a two-way ANCOVA of quality of engagement with task variant and test location as factors, and age and sex as covariates. I saw weak evidence for an effect of task variant ($F_{2,278}=2.725$, $p=.067$, $\eta^2=.019$), but not for site, sex, age or an interaction ($ps>.103$). This implies that the difference in scores between the two sites was indeed an artefact of age/sex preferences, and that task variant was driving a minor difference in scores (Figure 3.4).

![Figure 3.4](image)

*Figure 3.4 Mean total scores from the assessment of quality of engagement, shown separately by task variant. The combined score takes the average across both sites, after adjusting for age and sex. Error bars represent 95% CIs.*

Figure 3.5 displays individual item scores, shown separately by task variant. The non-game control was rated least favourably on more than half of the items, including “boring” and
“frustrating”. The theme variant had mixed scores, with participants feeling they performed poorly and finding it frustrating. However, it does appear that the cowboy stimuli resulted in the task being less repetitive, and on several measures, such as enjoyment, it does not differ from the points variant. Overall, the points variant was the best received: and participants who completed this variant were the most willing to recommend the study to a friend and reported putting the most effort into the task. I found no difference between any of the three variants on ratings of “difficulty concentrating” or “intuitive pictures”.

![Graph showing individual questions on the assessment of quality of engagement, shown separately by task variant. Error bars represent 95% CIs.]

**Figure 3.5** Scores for individual questions on the assessment of quality of engagement, shown separately by task variant. Error bars represent 95% CIs.

### 3.5 Discussion

#### 3.5.1 Comparison of Task Site (Online vs Laboratory)

The laboratory group was unrepresentative of the general population in that it consisted mainly of young, female undergraduates who volunteered for the experiment. The MTurk group had a more balanced demographic, with a range of ages, education levels and games experience. Although MTurk users are also a self-selected group, their wider demographic lends ecological validity to the findings.

There was no evidence for a difference in No-Go accuracy between the sites, implying that online participants were just as able to inhibit their responses to stimuli. However, the median RTs of MTurk users were ~25 ms longer on average, potentially a result of lower participant
effort (due to the absence of an experimenter), environmental distractions or a difference in perceived reimbursement value. This stands in contrast to previous evidence suggesting MTurk participants have higher levels of attentiveness and performance than laboratory participants [188]. One might expect age to play a role in longer RTs, yet I found no evidence of a correlation between age and median Go RT, nor did I see an increase in No-Go accuracy in accordance with longer RTs, as would be expected [189,190]. This suggests that the difference may be due to technical reasons: although I used the same experimental platform to test both groups, there are still several potential sources of slowing such as differing operating systems, keyboards, web browsers and hardware [4,191–195].

Despite the difference in RTs, I saw no interactions between site and task variant, and there were no unusual patterns of performance between the two groups. These results show that online testing can produce valid and useful data if increased RTs are acceptable.

Against my expectations, the online group rated all task variants higher on the assessment of quality of engagement than the laboratory group. This is in contrast to Hawkins and colleagues [47] who reported lower engagement scores when the task was delivered online. Adjusting for age and sex eliminated the difference between the sites, implying that it was not the difference of testing location that influenced enjoyment, but rather the difference in sample composition. The theme variant was rated particularly highly online, and this may be due to the greater levels of gaming experience in the online group.

3.5.2 Comparing Task Variants
Contrary to my hypotheses, the data suggest the theme variant was far more difficult than the other two variants, with markedly longer RTs and lower accuracy rates. I propose several possible reasons for this: increased difficulty of spotting stimuli against the background image, a reluctance to shoot people (even cartoon characters) and the complexity of the stimuli. There was likely too much overlap in colour and pose between the civilians and cowboys, resulting in a slower categorisation of Go and No-Go stimuli.

My motivation for using red and green objects as opposed to basic stop and go symbols was to match the intuitiveness of stop and go stimuli across task variants (i.e., I felt that shooting the cowboys and avoiding the innocents would be so intuitive that the non-game variant would need equally intuitive stimuli). However, the association between red/green and stop/go may have been stronger than I expected [180] and there is evidence that attending to colour is easier than attending to shape [196]. These factors may have made the points and non-game variants easier than anticipated. Any implicit association between red/stop and green/go may
have been unnoticed by participants as they reported that stimuli in the theme variant were equally intuitive to those in the points and non-game variants.

The differences between the theme and non-game variants demonstrate that using complex gamified stimuli in cognitive tasks can be problematic. This is an important finding since several previous studies have used complex stimuli, such as robots and monsters, in their gamified cognitive tasks [52,92,197]. The idea of using graphics alone to gamify a task is not uncommon, but future researchers must ensure that the addition of gamelike stimuli does not make their task more difficult. Detrimental effects on participant performance resulting from the introduction of game design elements have been found before [49,101], and it is likely that complicating a task too much may increase its difficulty such that the data it collects becomes incomparable to data from a traditional task.

That said, Boendermaker and colleagues [72] investigated the use of game elements in a GNG alcohol-bias training task. Their game variant was themed and contained points, lives and levels, but they saw no difference in training efficacy between the gamified and non-gamified variants. Their results stand in contrast to my minimally themed variant which had a negative impact on participant performance. This may be because Boendermaker’s task clearly delineated the task stimuli from the themed surroundings of the game (i.e., using extrinsic fantasy) [76], rather than redesigning the actual stimuli as I did.

When I consider the data collected by the non-game and points variants, Bayesian t-tests provided good evidence that these task variants produced equivalent data. The points system was not particularly punishing and this may explain why I saw no impact of the points system on behaviour. There is evidence that a GNG task which rewards participants for fast responding and punishes them for failed inhibitions can optimise performance [181]. However, despite predictions that gamification might boost participant performance [47], I did not detect any improvement in data as a result of the points mechanic. The points variant received the highest total engagement score of the three variants, both online and in the lab. This is interesting because adding points to cognitive tasks to make them more engaging is not uncommon, but to the best of my knowledge this is the first study to directly compare the appeal of points against another game element.

Finally, it is clear from the results that the addition of even a single game design element can make a difference to participants’ perception of a task. In line with my hypothesis, the non-game variant was rated as more boring, less enjoyable and less mentally stimulating than either of the gamified task variants. The results show the theme variant to be of secondary
appeal to points, but this may have been influenced by the fact that the theme variant was more difficult. As such, it comes as no surprise that participants rated it as more frustrating and felt they performed less well. Future work might investigate the role of theme more effectively by carefully controlling task difficulty. I also highlight the need for replication of these findings, with points being compared against other themes or in other contexts, such as longitudinal studies.

3.5.3 Limitations
I consider the difference in difficulty between the theme variant and the other task variants to be the most important limitation of this study. This difference is informative because gamelike stimuli and complex visual environments are common in gamified tasks, and the results highlight the need to limit the impact of these features. The resultant variations in accuracy clearly limit the extent to which one can compare task performance across variants. Secondly, I opted for a between-subjects design: which did not allow me to study the impact of different game design elements on an individual’s performance and confounds hardware/individual differences with effects caused by the task variant. Nevertheless, the large sample size I achieved using online testing helps to counteract the lack of power associated with this experimental design. I also acknowledge that my design is not suitable to validate the task for the measurement of response inhibition, and that I would require a within-subjects design in order to test predictive validity [152,198]. Thirdly, the task I used was short, and participants may not have had time to become bored enough to affect the data, even when playing the non-game variant. If participants were not bored by the task, this would have limited any motivational effects of gamification. Future research might explore whether longer task durations result in greater boredom, and therefore greater impact of gamification. Although I intended the questionnaire to capture participants’ quality of engagement, the fact that it was delivered after the task means it represents only a post-hoc appraisal of the task. Although this is a common method for assessing quality of engagement (see Section 2.4.5), it weakens the measure, since a participant’s memory of how engaging the task was could be quite different to their experience at the time. Finally, based on the definition of engagement in Section 2.5.1, I only assessed the effect of gamification on one dimension of the concept of engagement. This study lacked a measure of amount of engagement, thus limiting the generalisability and impact of these findings.

3.6 Chapter Summary
In this chapter I described an empirical study into the effect of adding individual game elements to a cognitive test. I used the GNG task, a common cognitive test which measures
response inhibition, and created three task variants: a non-game control, a variant where participants were awarded with points in line with performance, and a graphically themed variant framed as a cowboy shootout. I tested participants across two sites: in the laboratory and online to compare the suitability of online testing for further exploration of this field. The result was a 2 × 3 between subjects design, with task variant (non-game, points, theme) test location (laboratory, online) as factors.

I found points to be a promising game design element for gamified cognitive testing: they did not disrupt the validity of the data collected and increase quality of engagement. However, despite some hope that game design elements might increase engagement to the point where participant performance improves, I found no evidence of such an effect in this study.

The data show that while participants enjoyed the themed task and its visually interesting stimuli, the complexity of categorising such stimuli detrimentally affected participant performance. The lowered accuracy rates and increased RTs I saw were likely the result of the increased visual complexity of the stimuli. In hindsight, cowboys and innocents were simply much harder to differentiate than red and green objects. Future studies should match stimuli across gamified variants more carefully, with the human visual system in mind.

I saw differences in the data collected online and in the laboratory, with slightly longer RTs in the online group. However, there were no interactions or unusual patterns of performance, suggesting that online crowdsourcing is an acceptable method of data collection for this type of research.

Overall, I set out to establish a methodology for further investigating the effects of gamification on cognitive data and engagement, and I achieved that goal. I employed individual game elements (points and theme) and demonstrated that they had distinct effects on performance and quality of engagement. I showed that online testing was a suitable method of data collection, and that it produced a pattern of results comparable to the laboratory.

There is still considerable scope for improvement. Firstly, the poorly matched stimuli in the theme variant could be designed to impact less on the difficulty of the task. Secondly, I did not measure amount of engagement, thus capturing only part of the multidimensional definition of engagement. Thirdly, the task was hosted and developed by a third party, Xperiment.mobi. Though the task was programmed according to a specification I created, and the design of the gamified variants was iterated between myself and the programmer, the indirect nature of my
involvement meant I that struggled to achieve my desired level of creative control. In the next chapter, I document the creation of a bespoke platform for delivering gamified cognitive tasks online. In Chapter 5, I describe the use of this platform to run Experiment 2, addressing the other limitations discussed above.
Chapter 4: The Mindgames platform

The code for the Mindgames platform is archived on Zenodo, doi: 10.5281/zenodo.1477612

4.1 Chapter Aims

This chapter documents the development of Mindgames: a custom web app developed for the delivery of gamified cognitive tasks. This chapter does not describe an empirical study, rather it is a retrospective examination of the design decisions I made during the development process. The reader might consider reading this chapter in parallel with Chapters 5 and 6, to have more context on how the Mindgames platform was used. This chapter has three aims, namely to:

1. Specify the requirements of the platform
2. Describe how those requirements were met
3. Evaluate the platform

4.2 Introduction

In the previous chapter I described my first empirical study using a gamified cognitive task. This task was developed by an external contractor and hosted on the Xperiment platform. The same contractor also managed participant recruitment, support and payment. This method had advantages (primarily convenience) and several disadvantages. Firstly, I wanted to run a longitudinal study, which would require functionality Xperiment could not provide. Secondly, I sought more creative control over the task in order to deliver richer gamification (animations, complex graphics and menus, etc). Thirdly, I wanted to move from an app-engine optimised to run cognitive tasks (Xperiment) to one optimised to run browser-based games, with the aim of minimising performance disparities between users on different hardware, and enabling new functionality.

At the time this project began, there were limited available tools for running longitudinal online studies and so I needed to develop my own. However, the last few years have seen the emergence of several websites for creating and hosting complex online cognitive tasks, including Gorilla, Testable and the recently launched Xperiment 2.0. Known as ‘platforms’, they allow researchers to construct their own tasks using scripting and graphical user interfaces. They are capable of hosting and delivering a variety of cognitive tasks and provide a raft of supporting technologies (user identification, data security, storage, scalability, etc.).

Development of my own platform, Mindgames, was iterative. I used it to run Experiments 2 and 3 in addition to three further studies which I collaborated on during my PhD [199–201]. After each study I assessed the platform’s strengths and weaknesses and made appropriate modifications. In this chapter I present Mindgames as it was during the final study of my
thesis; focussing on the design process of the technology rather than the specifics of cognitive tasks deployed on it.

The code for Mindgames used to run Experiment 2 can be accessed here: 
github.com/jl9937/longitudinalGamifiedStopSignalTask

The code for Mindgames used to run Experiment 3 can be accessed here: 
github.com/jl9937/SingleSessionBoredomStudy

A demo of Mindgames as it was during Experiment 3 can be found here: 
mindgamesmkii.firebaseapp.com

4.2.1 Using Prolific
In Experiment 1, Amazon MTurk was used to recruit participants, however given I was changing study platform, I also had the opportunity to change recruitment website. At the time of launching Experiment 2, there were two main choices for online participant recruitment: MTurk and Prolific.

These two online recruitment services have several differences. MTurk is well established and claims a user-base of 500,000 workers [202]. MTurk has a broad scope, hosting jobs in image/video processing, and data verification and collection. Most of MTurk’s participants are based in the US and in India [203]. MTurk has no minimum participant payment per hour [204], and is quite simple in its organisation: one cannot easily screen users to meet certain criteria. Importantly, paying participants on MTurk requires a US bank account.

In comparison, Prolific is newer and claims a user base of only 25,000, most of which are from the UK and the US. Prolific focusses on providing participants for academic research studies and allows the screening of participants to meet specific requirements [205]. Submissions from respondents can be reviewed and approved before payment, and an hourly rate of £5 minimum per hour is enforced.

Both MTurk and Prolific have been used to recruit participants for online behavioural studies, and results from both platforms are comparable, in addition to replicating laboratory findings [1,3,206]. However, some have raised concerns over a lack of participant naivety on MTurk [207], where some participants are “professional survey-takers” [208]. Furthermore, there is evidence that the active participant pool on MTurk is orders of magnitude smaller than 500,000: perhaps as small as 7000 [202]. In contrast, participants on Prolific are more naïve [3], and the active population is in the region of 20,000.
Given that the active participant pools of MTurk and Prolific are similar in size, that Prolific does not require a US bank account, and that participants on Prolific have been shown to produce high quality data: I decided to use Prolific as a recruitment service. I therefore designed Mindgames specifically to interface with Prolific’s website.

4.3 Platform requirements
Mindgames was required to:

1) Support anonymous, signup free participation
To keep signup as hassle-free as possible, users needed to be able to simply follow a link and begin the study immediately. Signup needed to be anonymous, as collecting participant email addresses violates the terms of service of Prolific.

2) Support longitudinal designs
Mindgames needed to be able to recognise returning participants, load their profile data and track their progress through sessions of a study. The platform also needed to be able to deliver different session procedures to different participants on different days, depending on their progress. Finally, the platform needed to ensure adherence to the study protocol, for example, limiting participants to completing only one session per day if required.

3) Be game suitable
The platform needed to run tasks with game elements. It needed animation support, image caching, low memory usage, responsive input and a fully customisable appearance.

4) Scalable
Online psychological tests have the advantage of assessing multiple participants simultaneously, but doing so requires a webserver fast enough to handle many connections at once and a database capable of accessing multiple records concurrently. The platform needed a webserver and database that would be able to serve multiple participants at once, and scale up when demand was high, ensuring a consistent experience for all users.

5) Secure
According to the Data Protection Act 1998 [209] I, as a data manager, was required to store personal information “safely and securely”. Cognitive measures, certain demographic information and identification numbers all constitute personal information. Mindgames’ database therefore needed to be secured against unauthorised access, despite being part of a login-free system. I also required that certain types of data were write-only: inaccessible to anyone other than study administrators.
6) **Provide precise response timing**
Many cognitive tests derive their output measures from RT. Accordingly, Mindgames needed to record response times with millisecond precision.

7) **Provide accurate stimulus presentation timing**
Stimulus presentation is important to cognitive tasks for a range of reasons: to ensure consistency in display, to prevent conscious study, to encourage rapid response, etc. Accordingly, Mindgames needed to ensure accurate stimulus presentation times.

8) **Minimise cross platform differences**
Online tasks will be accessed on a range of hardware (from smartphones to PCs) and through a range of web browsers (from Internet Explorer 10 to Safari). Varying levels of cross-browser support for language features make it difficult to deliver a consistent user experience. Nevertheless, Mindgames needed to deliver as consistent a participant experience as possible to ensure the comparability of data between users.

9) **Extensible and Configurable**
Mindgames needed to be easily modifiable to support different types of studies. Properly designed, it should be easy to alter the platform to deliver different cognitive tasks, new study procedures, new questionnaire types, etc.

10) **Provide management utilities**
Mindgames would be used to run studies with hundreds of participants. These participants could be at different stages of study completion, they might be missing data, have experienced bugs, etc. Mindgames needed to provide tools to monitor participants, manipulate the database and support the downloading of large data files.

4.4 **Implementation**
Mindgames was designed as a single page webapp, written in Javascript and HTML 5. I used Visual Studio 11 as an IDE and NodeJS to facilitate website deployment. For brevity, I do not provide detailed design documentation on all of Mindgames. Instead I discuss four core design decisions/technical solutions which addressed the majority of platform requirements.

4.4.1 **Core Libraries**
*Firebase*
I solved several web-hosting, database storage and security problems at once by using Google Firebase. Firebase provides an access library and lightweight JSON-like database (JavaScript
Object Notation), storing data in a tree-like structure of objects and properties as opposed to a more traditional tabular-record format (Figure 4.1). The resemblance of Firebase’s data storage structures to JavaScript objects makes the two extremely easy to integrate: one can write JavaScript objects to the database in a single line and read them just as easily.

Importantly, Firebase provides cloud-based web hosting and database storage, providing scalability to hundreds of instances in addition to robust backups. The cost of this service depends on usage, but I found it to be very low: less than £10 to run five longitudinal studies with over one thousand participants in total. Firebase’s web hosting service is not sophisticated, allowing only very limited server configuration. Nevertheless, given the richness of the rest of the Firebase library, I decided that building the webapp without any server-side computation was a limitation worth accepting.
Firebase’s data storage functionality is supplemented by strong security features. Security rules enforce database structure and can restrict access to nodes of the tree. For example, I specified that a participant’s client (the Mindgames code running in their browser) could only read/write to objects with an ID which matched its own user ID (UID) (Figure 4.2). These UIDs were uniquely associated with a username-password pair, making reading or writing another participant’s data impossible unless their credentials were guessed. Wherever possible, I took a write-only approach to data storage, with most security rules specifying that only one UID (the system administrators) could read the data stored at that node and its children. RTs, questionnaire responses and user navigation activity were all stored using this one-way method. The participant’s client could only read data essential to the running of the webapp, e.g., the experimental condition the participant was assigned to, the total financial incentive they’d accumulated, how many sessions they’d completed, etc. The combination of Firebase’s security rules, cloud-based hosting, database service and library played a large role in helping me meet the requirements of scalability and security.

```json
"Participants": {
  ".indexOn": ["excluded", "sessionsCompleted"],
  "$id": {
    ".read": "$id.endsWith(auth.uid)",
    ".write": "$id.endsWith(auth.uid)",
    "conditionOrder": {
      ".write": "!data.exists() || !newData.exists()"
    },
    "blocksCompleted": {
      "0": {
        ".validate": "newData.isNumber() && newData.val() >= 0 && newData.val() <= 28"
      }
    }
  }
}
```

*Figure 4.2 Screenshot of the Firebase security rules interface. The lines highlighted in yellow show that read and write access to a Participant node is only granted when the node’s name matches the user’s authorisation UID.*

**PixiJS**

I also made extensive use of PixiJS: an open-source, Javascript based, 2D rendering engine built by Goodboy Games. The PixiJS library provides functionality for creating 2D graphics in JavaScript: for example, it includes a suite of classes to support sprites and their placement on an HTML 5 canvas. These classes handle the caching of textures (so they are downloaded before they’re needed), the tweening of animations (frame by frame smooth blending of animations) and maintain a structure of parent and child objects (allowing composite graphical elements to be created). PixiJS manages the rendering loop and provides cross-browser optimisation to keep the webapp’s framerate as high as possible, across a range of devices and browsers.
Due to the complexity of PixiJS’s key functionality (the rendering loop), the library is quite low-level. I had to extend several PixiJS classes to provide requisite functionality such as configurable buttons and questionnaire input elements (VAS, number-pickers, etc). Nevertheless, the use of PixiJS was core to making the platform ‘game suitable’ and minimizing cross-browser differences.

4.4.2 Anonymous Login Procedure

The Problem

I required the login process to be anonymous, secure and invisible to participants. There were several challenges to implementing this functionality: firstly, Firebase provides an authenticated login service, whereby a user can login with a valid username-password pair and receive an authentication token. This token holds two important pieces of information: the auth-key and the UID. The UID is a 24-character alphanumeric string which identifies the user, and the auth-key is a 64-character secret-key which authenticates every message to Firebase. This login service was vital to ensuring the security of data stored in the platform; but was not immediately compatible with my requirement for signup free participation due to the need for a username-password pair.

Secondly, users of Prolific are identified by their unique ProlificID. This takes the form of a 24-character alphanumeric string which the participant must submit to the study-platform to prove that they have tried to take part. Not every participant who tries to take part will manage to complete the study, with some dropping out due to technical difficulties, interruption, etc. At the end of the study, the researcher compares their platform’s list of ProlificIDs that completed the study against Prolific’s list of ProlificIDs that signed up to take part. They can then reward participants appropriately. However, ProlificIDs are not anonymous. The same ProlificID is used by the participant in every study they complete, making it possible to identify an individual if data is collated across many studies. ProlificIDs therefore constitute personal information and must be secured.

Thirdly, I required that the platform was suitable for running longitudinal studies. I needed to be able to recognise returning users and load the appropriate settings into the study page: potentially moving them onto the next session, allowing them to continue from where they left off, etc. Given my intention to use email-password pairs, I needed a method of remembering that information between sessions, without requiring the participant themselves to remember it.
I therefore needed to build a login/signup system that could generate an email-password pair, remember login details across sessions and record ProlificIDs while preventing data-linkage between those IDs and other personal information.

**The Solution**

When a participant signs up to take part in a study on Prolific, they are given a link to the study-platform (mindgames.firebaseapp.com/task.html). I used an autofilled URL parameter to append the participant’s ProlificID to the end of this link so that when they loaded the study page, I could programmatically extract their ProlificID from the URL. I split the 24-character ProlificID into two halves, using the first twelve digits prepended to “@mindgames.com” as a false email address, and the last 12 digits as a password. The result was a deterministic, autogenerated email-password pair, which could be used to log participants in automatically as they loaded the platform. Finally, as mentioned above, Firebase’s login procedure provides an authentication token with a unique UID that is not derivable from the email-password pair. I used this UID as the internal identifier under which all data associated with that participant was stored: thus ensuring that the data were pseudonymised in the event of a security breach. I used a write-only node in the database to store ProlificID-UID pairs so that I was able to cross-reference signups on Prolific with participants in my study, but this node was only readable through the admin interface of Google Firebase, which was secured behind a strong password and 2-factor authentication.

This implementation of the login procedure met my requirements to be signup free, anonymous, secure and to support longitudinal designs without requiring participants to remember login details.

**4.4.3 Accurate Stimulus Presentation Times**

**The Problem**

Ensuring accurate stimulus presentation times was a challenge due to a combination of factors: firstly, JavaScript runs in a sandbox, meaning that the speed of its execution is dependent on the resources granted to it by the host operating system. Secondly, JavaScript uses automatic memory management, which periodically pauses execution to delete objects that are no longer needed. Thirdly, JavaScript timers are asynchronous and notoriously inaccurate. Fourthly, PixiJS makes use of a rendering loop (mainloop), making it difficult to synchronise animation frames with timers.

PixiJS’s mainloop repeats continuously as the task runs, reacting to user interactions, advancing the task state, storing data, etc. At the end of each loop, the program recalculates
what should be shown on the user’s screen and draws a new frame of the animation; hence the execution time of the mainloop determines the task’s framerate. The execution time of the mainloop is variable, with some iterations requiring more processing than others (i.e., a loop where a trial starts takes more time than a loop where the task simply waits for user input). Furthermore, when automatic memory management or resource-constraint occurs, the execution of the mainloop is momentarily paused resulting in a ‘slow-loop’ and a temporary drop in framerate. Smooth animation requires a framerate of at least 40 frames per second, meaning the mainloop must execute in under 25ms.

The conventional JavaScript approach to displaying a stimulus for 100ms would be to use the built-in, threaded function SetTimer. A threaded function runs independently (asynchronously) from the mainloop: it performs its task (waiting 100ms), then updates the application state (removes the stimulus) and is destroyed. However, there are two problems with using SetTimer to display stimuli: firstly, the content of the screen cannot change until the mainloop ends and the frame is redrawn, thus, although SetTimer is asynchronous, its precision is bounded by the framerate. Secondly, SetTimer is not designed to guarantee accuracy, and frequently overruns its timer.

In initial testing, the combination of inaccurate SetTimers, poorly synchronised frames and unpredictable mainloop-execution times caused serious difficulties for accurate stimulus presentation. Though the cooccurrence of slow-loops and inaccurate timers was unlikely, a 10-minute cognitive task involves 24000 iterations of the mainloop and 1280 calls to SetTimer, making the comparatively rare event occur many times during the task. The result was that some stimuli were displayed for less time than intended, while others lingered on the screen.

It was clear I needed to implement a more accurate version of SetTimer: synchronised with task framerate and accounting for slow-loops.

**The Solution**

I abandoned SetTimer and wrote a new Timer class (Figure 4.3). I synchronised Timers with the task framerate by moving them inside the mainloop rather than having them execute as threads. Furthermore, Timers did not begin timing until a frame had been drawn.

On each iteration of the mainloop, Mindgames checked its internal list of Timers. Those which were not yet running were started (with a value of 0), and Timers which were already running were incremented by the number of milliseconds which had passed since the last frame. After incrementing the Timer’s value, the mainloop then checked to see if the Timer was over its intended duration: if it was, its callback fired and the timer was destroyed.
While JavaScript’s `SetTimer` (inaccurately) waits a certain amount of time before executing, my `Timer` repeatedly checks how much time has passed since it was started using `performance.now()`, and if it is over the target amount, it executes. `performance.now()` which provides the ‘time since page load’ in milliseconds, accurate to 5 microseconds. Importantly, the timestamp drawn from hardware and not based on JavaScript’s `SetTimer` technology, and is therefore not affected by resource limitations.

My implementation of a timer system made use of hardware-accurate timestamps and was synchronised with the task framerate. This greatly increased the accuracy of stimulus presentation times and helped to minimise cross platform differences in performance.

```javascript
function Timer(time, callback)
{
  this.targetTime = time; //number of milliseconds the timer should run for
  this.duration = 0; //number of milliseconds the timer has been running for
  this.callback = callback; //function to be called when the timer completes
  this.alive = true; //is the timer currently timing?
  this.frameStarted = loopCounter; //the framemumber the timer began on
}

Timer.prototype.check = function(millisecondsSinceLastFrame)
{
  if (this.alive)
  {
    //ensure the frame has been displayed for at least 1 frame before we start timing.
    if (loopCounter - this.frameStarted <= 1)
      this.duration = 0;
    else
      this.duration += millisecondsSinceLastFrame;

    if (this.duration >= this.targetTime)
    {
      this.alive = false;
      this.callback();
    }
  }
}
```

*Figure 4.3 JavaScript code describing the Timer class. A custom helper class used to increase the accuracy of stimulus presentation times.*

### 4.4.4 Future Proofing

**The Problem**

My intention was that Mindgames could be used by future researchers to deploy a range of online cognitive studies. To achieve this goal, I needed to ensure that the platform’s codebase was well structured, suitable for continued development, and that the platform provided management tools that would allow non-technical users to run studies.
**The Solution: Object-Oriented Design**

Mindgames was built using object-oriented design principles. i.e., the program was broken down into a series of self-contained building blocks. Object-oriented design has four main principles: single logical function, interfacing, inheritance and abstraction.

The principle of single logical function maintains that each building block, or class, is responsible for one logical area of functionality. The data needed to provide this functionality and the code which describes it, is contained within the class itself. There are several advantages to this design approach: firstly, functionality is logically portioned making it easier for a developer to find the code they’re looking for. For example, if a new developer was searching for the code which handles stimulus presentation times, then the Timer class would be an obvious place to start.

The principle of interfacing maintains that classes should not directly access data stored in other classes: rather, the two classes should communicate via a function interface (Figure 4.5). This means that while the internal functioning of a class might change over the course of development, the external ‘interface’ of that class remains the same, and the rest of the webapp does not have to be rewritten to accommodate it. e.g., the specifics of how Mindgames stored data in Firebase changed several times over the years, but because the DBInterface class functions remained consistent, no modifications to Session, Participant or other higher-level classes were required. From the perspective of those classes, nothing had changed.

The principle of inheritance allows the programmer to describe relationships between classes (Figure 4.4). For example, the View class stores data and functionality common to all task screens, but a series of individual classes for each screen (GenericScreen, Engine, ConsentForm, MainMenu, etc) inherit View and contain only code and data specific to their role. Importantly, classes which inherit View can be interpreted by the rest of the program as either their specific instantiation (such as ConsentForm) or as a View. This simplifies programming as it allows other classes to interact with all the Views in the same way, regardless of their specific type.
The principle of abstraction maintains that the programmer should hide all unnecessary detail in the code from other objects to reduce complexity and increase readability and efficiency. Fourthly, big libraries such as PixiJS and Firebase offer a vast amount of functionality, meaning they can be applied to a range of projects. In the case of a platform like Mindgames the required functionality is narrow, and so much of the complexity of these libraries can be hidden. Using the principle of abstraction, I built wrapper classes that took PixiJS or Javascript functionality and gave it a simpler interface. For example, Mindgames’ buttons are made up of rounded-rectangle Pixi.Graphics (with specified colour, position, corner radius, etc), that change colour when clicked. Click detection is done using a PixiHitArea (with specified coordinates and callbacks), and the text is created using PixiText (with specified font, position, size, colour, etc). Since all the buttons in Mindgames look the same, all these properties can be hardcoded and abstracted away into the ClickButton class. In the final iteration of Mindgames, a single line of code specifying a button’s text and its callback function could add a button to the screen.
The goal of applying these design principles was to make the Mindgames codebase easy to understand and to simplify the development of other tasks on the platform. Figure 4.5 shows an example communication flowchart of the platform in operation. The central box (NonGameEngine) represents the sole class responsible for running the stop-signal task (SST), highlighting how much functionality Mindgames provides besides the cognitive task itself. Given the modular nature of the design, making changes to the SST or swapping it for a new task should be simple. Taken together, the design principles of single logical function, interfacing, inheritance and abstraction met my requirements to design a platform which would be configurable and extensible by future developers.

*Figure 4.5 Example communications flowchart of Mindgames. This diagram depicts the flow of data to and from objects during the delivery of the non-game variant of the SST. The two green boxes denote sets of Views: the instructions screens and the questionnaire screens. Red arrows represent two-way communication. Grey arrows represent unidirectional communication.*
Brackets denote arrays of objects. There are three endpoints of the system: the user’s screen (in blue), the user’s keyboard (in green), and the Firebase database (in red).

The Solution, part 2: Management Tools

In order that non-technical users could run studies on Mindgames, I needed to provide a suite of management tools for the database. The Firebase database can be manually accessed and modified through the Firebase interface (Figure 4.1), but this method of access has no safeguards. The user can modify any entry, delete any node, etc, and a single misclick could result in the deletion of the entire database. To provide database access with less room for accident, I created a second (smaller) webapp with a simple graphical user interface (Figure 4.6). This webapp allowed the user to download data, check the status of participants, exclude and unexclude participants and search the database for participants at a certain study stage.

Building on my principles of flexible design, I built download tools which were data structure agnostic. Thus, regardless of the tree-structure of the database, the downloader would automatically flatten the tree, handle missing data gracefully, tidy up variable names for display and download the database into a tabulated format.

The need for a means to flag participants as ‘excluded’ arose in early pilots: some participants load the Mindgames webpage, resulting in a profile being created for them, but do not go on to complete the experiment; some drop out of the study partway; some are temporarily accounts used to check for bugs or test certain features. These invalid participants clog up data downloads and status queries, making it difficult to monitor the progress of legitimate participants. I developed the exclude feature so that these participants could be hidden from data downloads and in the interface unless requested.
Database access to Single Session Boredom

![Screenshot of the Database access user interface, providing data-download functionality and safe database modifications tools.]

Figure 4.6

4.5 Evaluation

Having used Mindgames to successfully run five large-scale online studies, I am satisfied with its functionality. However, as with any long-term project, there is room for improvement.

Mindgames' ability to run longitudinal studies is acceptable, though a little clunky. The ScheduleManager class defines the procedure of each session and creates the required Views, but this is hard coded and therefore not modifiable without some technical knowledge. A logical step for development would be to allow session procedures to be defined in separate script files (using non-technical language), which could be read into Mindgames as the site loads. Similarly, the operation of the task itself could be separated out into a script file, thus making the platform more task agnostic (i.e., more extensible and configurable). However, in the case of this thesis, the gamified task variants required substantial technical implementation and it would not be possible to extract them from the codebase.

PixiJS's library supported my gamification requirements and laid the groundwork for a mainloop driven app. This, in combination with my Timer implementation and performance.now() allowed me to ensure consistent response timing and stimulus...
presentation timing across a wide range of devices. Timing was not perfect however and was still dependant on the user’s computer. I had limited access to test on multiple devices but found that lower specification hardware had longer loading times and more significant delays when a slow-loop occurred.

Additionally, RTs recorded by Mindgames are longer on average than RTs from comparable non-JavaScript based tasks. Research suggests that timer latency in online tasks is not unusual (likely arising as a consequence of the sandboxed browser environment), and doesn’t have an enormous impact on cognitive data collection [193–195]. Future work should involve experimentation to test the accuracy of recording RT in Mindgames, possibly using an automated test rig to generate mouse input with known response times.

Firebase’s cloud hosting service allowed my platform to be scalable. This worked well, with Mindgames serving hundreds of participants simultaneously at peak times. Over the five studies it delivered, there was only one service outage and it did not seriously impact participants. Overall, my experience of Firebase was positive: their library was fully featured and the user interface was powerful and navigable. I would recommend Firebase as a platform for other researchers looking to develop scalable online applications for data collection.

I used a combination of pseudonymisation, database security rules and Firebase authentication provided the security for Mindgames. However, webapp security is difficult to evaluate because it is impossible to know whether one’s measures are insufficient until it is too late.

The platform met my requirements for anonymous login and does not require participants to signup, using their ProlificID to create an email-password pair and Firebase’s authentication token UID to pseudonymise their data. However, this design feature may also be a security weakness. If a third party were able to guess an existing participant’s ProlificID, then this would act as the email-password pair and they would be able to ‘log in’ as another participant: though the worst they could do would be to submit false experimental data. All sensitive data, such as cognitive data or questionnaire responses are write only. Furthermore, all data are pseudonymised, thus ensuring a second layer of privacy in the event of a data breach. Overall, I am confident of the level of data security Mindgames provides.

4.6 Chapter Summary
In this chapter I set out the design requirements of Mindgames, provided examples of how I addressed those requirements and briefly evaluated my implementation. As discussed in Chapter 3, I sought to develop my own platform for hosting web-based cognitive studies so
that I’d have full creative and technical control. This would enable me to run more complex, longitudinal, studies and to create higher quality gamification.

I had ten design requirements: sign-up free participation, support for longitudinal studies, game suitability, scalability, security, accurate response timing and accurate stimulus presentation timing, minimisation of cross-platform differences, extensibility and the provision of study management tools. These design requirements evolved over time as the prototype platform was used to run five studies. After each study I modified the platform to improve its functioning and correct bugs. The resulting platform is a single page webapp written in Javascript and HTML 5. To aid extensibility, I adopted an object-oriented design approach throughout. Mindgames was designed specifically to interface with Prolific.

I made extensive use of two libraries: Firebase and PixiJS. Firebase is a Google service platform + JavaScript library, which provides a JSON-like database alongside cloud-based web-hosting and advanced security features, it helped me deliver a scalable, secure application and made it easy to implement support for longitudinal studies and sign-up free participation. PixiJS is a 2D rendering engine which provides extensive support for drawing complex graphics on a HTML5 Canvas. PixiJS allowed me to deliver a consistent user experience across a range of browsers and made it easy to create game-like features such as animation and graphics.

Overall, I achieved my goal of creating an online platform for hosting cognitive tasks. I met my design requirements either by employing existing technology or developing my own. I took advantage of opportunities external to my thesis project to test and improve my platform, primarily in the areas of security, timing and ease of use for non-technical users. Most importantly, this platform gave me the ability to run complex longitudinal studies with hundreds of participants at once, and control over every aspect of the task. In Chapters 5 and 6, I use Mindgames to conduct two online studies through Prolific, with the goal of examining the effect of gamification on amount of engagement.
Chapter 5: The effects of points and theme on attrition from a web-based longitudinal cognitive testing study (Experiment 2)

This chapter is based on my publication in JMIR: [210]

5.1 Chapter Aims

In Experiment 1 (Chapter 3) I showed that the gamification of a cognitive task, specifically the addition of points, could improve quality of engagement. In Chapter 4 I described the development of Mindgames: a platform designed to host longitudinal studies of gamified cognitive testing. In this chapter I describe Experiment 2, run on that platform, which investigated whether the positive findings of Experiment 1 would transfer to amount of engagement. Specifically, could gamification reduce attrition from a multi-day cognitive testing study? I had four aims:

1. Investigate the effects of individual game elements of amount of engagement, measured using attrition.
2. Investigate the effects of individual game elements on quality of engagement
3. Investigate the effects of individual game elements on the primary outcome measure of the stop-signal task (Stop Signal Reaction Time)
4. Pilot two potential behavioural measures of engagement

5.2 Introduction

As discussed in Chapter 1, online studies (and particularly longitudinal studies) must compete against the wealth of entertainment and distraction available on the Internet to attract and retain their participants. Many authors have reported difficulties sustaining participant numbers for the duration of their online studies [10,11]. Reviews of adherence to intervention trials have documented levels of attrition as high as 50% [12,13], considerably higher than in laboratory studies where dropout rates are around 13% [211]. Participant attrition is a measure of amount of engagement, and is important because high dropout rates result in smaller than intended sample sizes, incomplete datasets, wasted participant compensation, and potentially biased results [15–17].

Two recent systematic reviews have looked at the effect of gamification on amount of engagement with ‘online programs’ (mostly e-learning) [43] and web-based mental health interventions [42]. Drawing on the data from 15 studies comparing engagement with gamified programs to non-gamified programs, Looyestyn and colleagues found medium to large effects of gamification on measures of amount of engagement such as time-spent using the program,
number of website visits and volume of contributions [43]. In contrast, Brown and colleagues assessed the impact of gamification on adherence to 61 online mental-health interventions and found that not only was gamification applied superficially (most studies used only one game element), there was also little evidence for its efficacy [42]. These conflicting findings could be the result of the reviews’ different scopes, the lack of studies in Brown’s review which specifically assessed the impact of gamification on adherence, or the primarily superficial gamification found to have been applied in the reviewed mental-health interventions.

Experiment 1 showed that the points variant was rated the highest of the three gamified task variants (non-game, points, theme) on a questionnaire of quality of engagement, while also not negatively affecting participant performance on the test. I found that the narratively themed task was less liked and negatively affected participant performance. I saw ceiling effects on participant accuracy in all three task variants, probably due to the ease of the response inhibition task.

In this study, I again used three variants of a response inhibition task but switched to using the stop-signal task (SST) to increase task difficulty and address ceiling effects. I used the same game design elements (non-game, points, and theme) and assessed their effect on attrition using a longitudinal design whereby participants signed-up to four compulsory test sessions over four consecutive days before entering a six-day voluntary period where they could continue to take part once per day if they desired. Participants were told they would receive £4 for completing all compulsory sessions and an additional 50p for each optional session they completed.

5.2.1 Hypotheses
I hypothesised that non-game variant would have the highest attrition rate, losing participants quickly after the compulsory sessions were complete. The non-game variant contained no game elements; its only obvious motivating factor was the reward of 50p per session. On the premise that points might suffer diminishing returns when used in isolation [154,212]; I expected the points variant to initially maintain high numbers, before falling rapidly around day 6-7. I hypothesised the theme variant would lose participants steadily at first before stabilising to a low attrition rate, eventually retaining a higher number of participants than either the non-game or points variants. I expected the map-screen would encourage participants to see the study through to completion by providing a sense of progression [123].
5.3 Methods

5.3.1 Design and Overview
I used a between-subjects, repeated measures experimental design that took place online over four to ten days. The independent variable was SST variant (non-game, points, theme). The dependent variables of interest were participant attrition, scores on a questionnaire of quality of engagement, two pilot behavioural measures of engagement and Stop-Signal Reaction Times (SSRTs). I pre-registered the study on the Open Science Framework (osf.io/58jur).

5.3.2 Participants and Procedure
Participants were recruited from the user base of Prolific, through which I handled the checking of inclusion criteria, displaying of study information and participant reimbursement. I required participants to be older than 18 and to have English as a first language, but had no further criteria. Once registered, participants were directed to Mindgames where they received a unique link which they used to access the study thereafter. They were then randomly assigned to a single task variant for the duration of the study and completed an online consent form before testing commenced.

Participants were required to complete one ten-minute session per day for the first four days of the study to receive £4 as compensation for their time. If participants dropped out of the study before completing four sessions and did not contact me with a reason (technical difficulties, etc.) then they did not receive any compensation. This was made clear on the information sheet which participants read before they signed up to the study, and on the study website itself. For the first four sessions participants were sent daily reminders via the Prolific messaging system. On the fourth day participants were informed there would be no more reminders, and that they were free to either drop out, or continue to take part in the study each day thereafter for up to six days, with each additional session earning them 50p, for a total of between £4 and £7.

The appropriate compensation for the optional sessions was determined by way of a pilot study using the non-game variant only. I randomly allocated participants to one of three levels of compensation: 50p, £1 or £2 per optional session completed (the base compensation was still £4) and found that the average number of sessions completed per participant was 7.1, 8.4 and 9.4 respectively. Given that I anticipated the non-game variant to be the least motivating of the three variants, that I wanted to avoid ceiling effects, and that I wanted to minimise the motivational influence of the compensation, I opted for a reward of 50p per optional session.
Ethics approval was obtained from the Faculty of Science Research Ethics Committee at the
University of Bristol (40361) and the study was conducted according to the revised Declaration
of Helsinki [171].

5.3.3 Materials
The Mindgames Platform
Aside from participant recruitment, daily reminders and reimbursement, all other elements of
the study were delivered on Mindgames (Chapter 4). The site opened to a main-menu screen
from which the participant could view the number of sessions they had completed and the
amount of money they’d earned so far (Figure 5.1). Participants had access to a ‘history’
screen which allowed them to view their previous progress and monitor their results over
time.

Clicking the start button displayed a series of instruction screens followed by the SST task and
a short questionnaire. The session ended on the history screen, and the main menu’s ‘start’
button became inactive until midnight that night. Each session took 10 minutes to complete.
On the first day of taking part, participants also completed a short demographic questionnaire
which collected data on age, sex, ethnicity, level of education and the number of hours spent
playing video games each week.

![Menu screens of the three task variants. (A) non-game variant, (B) points variant, (C) theme variant](image)

Stop-Signal Task: non-game variant
The SST measures response inhibition [213,214] a key feature of executive control [215]. It
tests the participant’s ‘action restraint’ by presenting a series of stimuli to which the
participant must respond as quickly as possible while occasionally being required to withhold a
response [216]. These ‘stop trials’ are indicated by a visual warning presented a brief delay
after stimulus presentation. The primary outcome measure of the SST is the SSRT which is the
number of milliseconds of warning a participant needs for them to be able to have a 50% change of inhibiting their planned response [215].
In this study I decided to use the SST as opposed to the Go/No-Go Task (GNG) used in Experiment 1. This was because many participants performed at ceiling in the GNG, which limited my ability to detect differences between the task variants. The SST is more challenging than the GNG because it dynamically adjusts the task’s difficulty to match the inhibitory control of the user, therefore reducing the likelihood of a participant performing at ceiling.

I based my SST on the widely used CANTAB SST [217,218] albeit with a visual rather than auditory stop-signal and some graphical upgrades to make the task more suitable for online use. Each trial began with a fixation cross that was displayed in the middle of the screen, with two coloured zones on the left and right of the fixation cross (Figure 5.3A). 500 ms later a coloured circle appeared over the fixation cross and participants had to respond as rapidly as possible using their keyboard’s left and right arrow keys to move the coloured circle to the matching side of the screen (right arrow for blue and left for yellow). On 25% of trials, white brackets appeared around the circle after it was shown (Figure 5.2): when this occurred the subject had to withhold their response and wait until the next trial began (each trial was displayed for 900 ms). If the participant responded before the stop-signal was displayed, then the trial was recorded as failed, but white brackets were not displayed. Between each trial there was a random inter-trial interval of between 500-1000 ms.

![Figure 5.2](image.png)

*Figure 5.2 Screenshot of a stop-trial in the non-game variant of the SST. The white brackets around the stimulus indicate the participant should withhold their response.*

The delay between the circle onset and the bracket onset is called the Stop-Signal Delay (SSD), and was varied according to a four-staircase tracking algorithm, designed to sample across the SSD/Inhibition-Probability space (Appendix K - pg154) [219,220]. The task consisted of five blocks of 48 trials each, with a 10 second break between each block. If the participant minimised the browser window or changed tabs then the task was paused. If the browser window lost focus but was still visible (on a 2nd monitor for example) then the task was not paused.
In the non-game variant, the participant’s history was presented as a list of previous sessions, with median RTs and estimated SSRTs (Figure 5.3B). Hovering over a column displayed a brief explanation of the variable (e.g., “The Reaction Time column shows the average time, in milliseconds, which it took you to respond each session”)

Stop-Signal Task: points variant

The points variant was similar to the non-game variant but with the addition of a scoring system and the task being framed as a game (for full details, see Appendix J - pg146). In the task, the participant’s points score was displayed at the bottom of the screen throughout (Figure 5.3C). The scoring system was very similar to that used in Experiment 1: on each successful non-stop-trial the participant earned points equal to $Bonus \times 0.2 \times (800 - RT)$, and the number of points gained was displayed briefly in the inter-trial interval. This Bonus
was a multiplier (x2, x3, x4...), which increased by 1 every 3 trials but decreased by 3 when the participant failed a stop trial. The bonus was not lost on stop trials to which the participant responded before the stop-signal was displayed (to all appearances, the trial was not a stop trial). On a successful inhibition to a stop-signal the bonus was not lost, but no points were awarded (as there was no RT on which to base the score for that trial). Scores were maintained over blocks, but not over sessions. The scoring system was outlined to the participants in the instructions for the task.

The participant’s history was presented as a list of median RTs, SSRTs and scores from each session (Figure 5.3D). The participant’s highest score was saved as a highscore and was displayed in the top right-hand corner throughout every testing session.

**Stop-Signal Task: theme variant**

The theme variant was similar to the non-game variant but with the addition of a graphical theme and a sense of progression (for full details, see Appendix J - pg146). The task was framed as a game and featured themed graphics and stimuli, with the yellow and blue stimuli replaced by images of blue and yellow objects (Figure 5.3E). The instructions provided a light narrative frame for the task, explaining that the player needed to sort the blue and yellow objects into their respective piles, but to avoid sorting any objects that were detected as ‘faulty’. The task was presented on a series of different graphical backgrounds (‘locations’) which the player progressed through over the sessions of the study. Each location had several shared elements: a conveyor belt on which objects appeared and two bins to the left and right into which these objects were sorted.

The participant’s history was presented as a map of the locations they’d visited (Figure 5.3F), and previous sessions’ summary data was displayed when the user hovered over the corresponding icon. Each level on the map had a unique name and thematic instruction text, with the intention of creating an overarching goal, perceptual curiosity and fostering a sense of participant progression: all with the intention of increasing engagement [76,123,221].

**Assessment of Quality of Engagement**

After completing the task participants were presented with a brief questionnaire to assess their experience of the task. The same questions as in Experiment 1 (excepting item 11), were presented in a random order:

1. How enjoyable did you find the task?
2. How frustrating did you find the task?
3. Was it difficult to concentrate for the duration of the task?
4. How well do you think you performed on this task?
5. How mentally stimulating did you find this task to be?
6. How boring did you find the task?
7. How much effort did you put in throughout the task?
8. How repetitive was the task?
9. How willing would you be to take part in the study again?
10. How willing would you be to recommend the study to a friend?

The questionnaire was delivered after every session. Sessions 1, 4, 7 and 10 delivered the full ten-item questionnaire while the remaining sessions delivered a shorter five item questionnaire (questions 1, 2, 5, 8 and 9). Items were answered using a continuous VAS, presented as a horizontal line 500 pixels long, with a label at either end and no subdivisions. Participants marked a point between these two labels using their mouse.

5.3.4 Dependent Variable Calculation

Attrition (Amount of Engagement)

Attrition was measured in two ways: Firstly, I calculated the mean number of sessions completed per participant (sessions which were started but not finished were excluded from this calculation). Secondly, I calculated the percentage of participants that completed at least one session, two sessions, etc.

Quality of Engagement

Participant quality of engagement with the task was measured by calculating a mean score from the 10-item assessment of quality of engagement. Questions 2, 3, 6 and 8 were reverse-scored. This measure was calculated for each participant’s first and fourth sessions, and I also created a ‘combined score’ by taking the mean of the participant’s scores from sessions 1 and 4.

Behavioural Measures of Engagement

I piloted two measures that I hoped might serve as proxies for engagement: I counted the number of times that participants hid the browser window or moved focus to another window while completing the SST, hypothesizing that unengaged participants would be more likely to briefly visit other websites while testing. I combined the counts of both these events into a single measure: loss-of-focus events. I then created an overall measure of loss-of-focus for each participant by calculating the mean number of loss-of-focus events from their first four sessions.
I also investigated coefficients of RT variation, which quantify RT intra-individual variability with respect to mean RT, as there is some evidence that changes in motivation can be reflected in RT variation [222,223]. Coefficients of variation were calculated for each session by dividing the standard deviation of non-stop trial RTs by the mean non-stop trial RT. I also created an overall measure of RT variation for each participant by calculating the mean coefficient of variation from their first four sessions.

**Stop-Signal Reaction Times**

I calculated SSRTs for each session separately, excluding sessions where the assumptions of the race model did not hold. The race model is a commonly used model of inhibitory control and aims to describe the relationship between stop and go processes (see [224] for overview). The race model is used to derive the SSRT and so if the assumptions underlying the race model are broken, then the resultant SSRTs are not good representations of the data [213,224]. To that end, I excluded sessions where the median non-stop-trial RT was longer than the median failed-stop trial RT, where SSDs were not positively correlated with their corresponding median failed-stop RTs, and where stop-trial accuracy was not negative correlated with SSD.

For the sessions which did meet the assumptions of the race model, SSRTs were calculated by modelling an inhibition function, and using it to estimate the SSD at which the participant’s probability of inhibiting to a stop-signal was 50% [220]. I then used this SSD to calculate the SSRT for that session [213,214]. I also created a combined measure of SSRT for each participant by taking the mean SSRT of their first four sessions.

The estimated SSRTs on the history screen were calculated automatically at the end of each session using the integration method [220].

**5.3.5 Statistical Analysis**

In all analyses, where appropriate, differences between groups were assessed with *post-hoc* t-tests. Where there was no evidence of a difference between group-means, I used Bayesian t-tests to assess the evidence for equality (3.3.5).

**Attrition**

Differences in attrition curves were assessed visually using the Kaplan Meier method to estimate survival functions, a Log-Rank test, and a one-way ANOVA of ‘number of sessions completed’. In all cases the between-subjects factor was task variant (non-game, points, theme).
Quality of Engagement

Quality of engagement was assessed both visually, using bar-charts, and using a repeated-measures ANOVA of total score with session number as the time factor (Session 1, Session 4) and task variant (non-game, points, theme) as a between-subjects factor.

Behavioural Measures of Engagement

I assessed differences in coefficients of variation and loss of focus events between task variants using one-way ANOVAs with data combined across the first four sessions, and task variant (non-game, points, theme) as a between-subjects factor.

Stop-Signal Reaction Times

I assessed the effects of gamification on SSRT using boxplots and a one-way ANOVA of SSRT with a between-subjects factor of task variant (non-game, points, theme).

5.3.6 Sample Size Determination

At the time of study design, to the best of my knowledge, no other studies had investigated the impact of gamification on attrition from a cognitive testing regime, and therefore I had no previous effect size on which to base a sample size determination. Instead, I hypothesized attrition curves (Figure 5.4) for each variant and calculated the anticipated effect size ($\phi=.231$) resulting from a Kaplan-Meier method/Log-rank test (i.e., a chi-square test) on those attrition curves. To detect this difference with alpha = 0.05 and 95% power a sample size of 290 was required. I set this to 291 to allow for equal group sizes.

Figure 5.4 Percentage of participants plotted against the number of sessions I hypothesised they would complete, shown separately by task variant.
5.4 Results
The data that form the basis of these results are available on request from the University of Bristol Research Data Repository (10.5523/bris.2lh5oz3p93q7p2uyx4w2h70a0v)

5.4.1 Characteristics of Participants
Participants were recruited in two waves: one starting October 2016 and another starting in January 2017. In both waves the intended sample size was met within three days of the study being posted on Prolific. A total of 482 participants signed up to take part in the study, with 419 (86.9%) of those completing at least one session. A total of 265 (54.9%) participants completed four sessions over four consecutive days as was required by the study criteria (henceforth called conforming participants). I excluded five participants from the main analysis because their RTs or blue/yellow accuracy scores were more than four interquartile ranges away from the group median. I excluded data from sessions that were started but not completed, and I removed trials from the analysis where participants responded in less than 150ms.

Excluding outliers, 260 conforming participants took part: 91 in the non-game variant, 86 in the points variant and 83 in the theme. The number of hours spent playing video games was comparable between the groups, and participants typically had a high level of education (Table 5.1). The most common browser used to complete the experiment was Google Chrome (71%), with others including Firefox (19%), Netscape (5%), Safari (4%), Opera (0.5%) and Internet Explorer (0.5%).

Table 5.1 Conforming participant demographic information, shown separate by task variant.

<table>
<thead>
<tr>
<th></th>
<th>Non-game</th>
<th>Points</th>
<th>Theme</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean age (SD)</td>
<td>36 (12)</td>
<td>35 (12)</td>
<td>34 (11)</td>
</tr>
<tr>
<td>% Male</td>
<td>47%</td>
<td>57%</td>
<td>51%</td>
</tr>
<tr>
<td>Mean video game hours per week (SD)</td>
<td>6 (12)</td>
<td>8 (16)</td>
<td>8 (14)</td>
</tr>
<tr>
<td>Median level of education</td>
<td>Bachelor’s Degree</td>
<td>Bachelor’s Degree</td>
<td>Bachelor’s Degree</td>
</tr>
<tr>
<td>Mode ethnicity (percentage)</td>
<td>Caucasian (88%)</td>
<td>Caucasian (86%)</td>
<td>Caucasian (90%)</td>
</tr>
</tbody>
</table>

As the study was underway, it became apparent that 32 participants were unable to complete the required four sessions in four days, but instead managed to complete four sessions within five days. During the study, I intended to include these loosely conforming participants in the analysis, and so stopped recruitment once my intended sample size was achieved. For simplicity and adherence to the protocol, most of analyses below present data from the 260 conforming participants only. However, I present an attrition analysis for both conforming and
loosely-conforming participants. Full analyses including all participants can be found in Appendix L (pg155).

5.4.2 Conforming Participant Attrition
Figure 5.5 shows the attrition of conforming participants, while Table 5.2 shows the mean number of sessions completed per participant in each variant. A Log-Rank test showed no evidence of a difference between the distributions ($X^2_{2,260}=2.460, p=.29, \phi=.097$) and a one-way ANOVA of the number of sessions completed also found no clear evidence of a difference between task variants ($F_{2,259}=1.360, p=.26, partial \eta^2=.010$). Given the similarity between non-game and points in mean number of sessions completed, I used a Bayesian t-test to assess their equality and found substantial evidence that they were equal (Bayes Factor (BF)=.16), but there was no evidence of equality between the theme and the points variant (BF=.49) or the non-game variant (BF=.43).

Figure 5.5 Percentage of conforming participants plotted against the number of sessions they completed, shown separately by task variant.

Table 5.2 Mean number of sessions completed per participant, shown separately by task variant. Conforming participants are those who completed their first four sessions within four days as required. ‘All participants’ includes all who signed up, regardless of their number of sessions completed.

<table>
<thead>
<tr>
<th>Variant</th>
<th>All participants (95% CI)</th>
<th>Conforming participants (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Non-game</td>
<td>4.9 (4.4 to 5.5)</td>
<td>7.4 (6.8 to 8.0)</td>
</tr>
<tr>
<td>Points</td>
<td>5.1 (4.5 to 5.6)</td>
<td>7.5 (7.0 to 8.0)</td>
</tr>
<tr>
<td>Theme</td>
<td>5.3 (4.7 to 5.9)</td>
<td>8.0 (7.5 to 8.6)</td>
</tr>
</tbody>
</table>
5.4.3 Loosely-Conforming Participant Attrition

Table 5.3 and Figure 5.6 show the attrition of loosely conforming participants. This includes 260 conforming participants in addition to 32 participants who only managed to complete their final compulsory test session on the fifth day of the study, rather than the fourth. Given the study’s 10-day duration, the maximum number of sessions that all participants had a chance to complete was 9.

**Table 5.3 Mean number of sessions completed within 9 days, shown separately by task variant.**

<table>
<thead>
<tr>
<th></th>
<th>All participants (95% CI)</th>
<th>Conforming participants (95% CI)</th>
<th>Loosely conforming participants (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Non-game</td>
<td>4.9 (4.4 to 5.5)</td>
<td>7.0 (6.6 to 7.5)</td>
<td>6.9 (6.5 to 7.4)</td>
</tr>
<tr>
<td>Points</td>
<td>5.1 (4.5 to 5.6)</td>
<td>7.1 (6.7 to 7.6)</td>
<td>7.0 (6.6 to 7.4)</td>
</tr>
<tr>
<td>Theme</td>
<td>5.3 (4.7 to 5.9)</td>
<td>7.6 (7.1 to 8.0)</td>
<td>7.3 (6.8 to 7.7)</td>
</tr>
</tbody>
</table>

I used the Kaplan Meier method to calculate estimated survival times of loosely conforming participants. A Log-rank test showed no evidence of a difference between the distributions ($X^2_{2,292}=1.082, p=.58$) and a one-way ANOVA of the number of sessions completed also found no evidence of a difference between task variants ($F_{2,291}=1.082, p=.58$, partial $\eta^2=.004$).

Bayesian $t$-tests found substantial evidence that the number of sessions completed in all variants was equal, with points being equal to non-game (BF=.16), points being equal to theme (BF=.23) and non-game being equal to theme (BF=.25).

5.4.4 Quality of Engagement

I used a repeated-measures ANOVA of mean score from the assessment of quality of engagement with session number (1,4) as the within-subjects factor, and task variant as the
between. I used only the two full-length questionnaires completed on the 1st and the 4th session, completed by all participants. I saw evidence for small effects of both task variant ($F_{2,259}=3.805, p=.02, \text{partial } \eta^2=.028$) and time ($F_{1,260}=35.693, p<.001, \text{partial } \eta^2=.120$), and weak evidence of an interaction ($F_{2,259} = 3.014, p=.05, \text{partial } \eta^2=.023$). Ratings of all task variants decreased between the first (M=56, 95% CI 54 to 57) and fourth session (M = 51, 95% CI 49 to 53), but it appears the non-game and points variants were the main drivers of the interaction effect: dropping by 6% (95% CI 4% to 8%) between Session 1 and Session 4, whereas ratings of the theme task decreased by only 2% (95% CI -1% to 5%). Post-hoc t-tests on the combined scores showed no evidence for differences between non-game and points, nor non-game and theme ($p$s>.15), but did show points and theme to be different (mean difference=5.7%, 95% CI 1.6 to 9.7, $t_{169}=2.749, p=.007, d=.42$). Figure 5.7 shows the mean scores from each task variant at the two time points, and a combined score from the mean of both sessions. A breakdown of ratings by individual questions is presented in Appendix M.

Figure 5.7 Overall scores from the assessment of quality of engagement. Mean responses of visual-analogue scale scores from questionnaires delivered on sessions 1 and 4, and the mean of scores from Sessions 1 and 4, shown separately by task variant and time point. Error bars represent 95% CIs

As an unplanned exploratory analysis, I was interested to see whether quality of engagement was associated with amount of engagement. I ran a Pearson’s correlation and found weak evidence that the combined scores of the assessment of quality of engagement were positively associated with the number of sessions completed ($r=.116, p=.062$). I further explored the relationship to determine whether a participant’s rating one day predicted their return to the study on the following day. I ran a logistic regression with “returned following day” as the binary dependent variable and the previous day’s score on the questionnaire as the predictor variable. However, there was no evidence that assessment of quality of engagement scores
predicted return the following day, ($\beta=0.008$, SE=.005, Wald(1)=2.166, $p=.14$, Odds Ratio=1.001, 95% CI 0.997 to 1.019)

5.4.5 Behavioural Measures of Engagement
I analysed RT coefficient of variation and website loss of focus events from the four compulsory sessions combined (Table 5.4). A one-way ANOVA of coefficient of variation showed strong evidence for a medium effect of task variant ($F_{2,259} = 3.131$, $p=.045$, partial $\eta^2=.024$) on participants’ RT variability, with lower coefficients indicating there was less variability. Post-hoc t-tests showed strong evidence of a small difference between the points and theme variants (with theme being less variable) (mean difference = 1.5%, 95% CI 0.2 to 2.7, $t_{169}=2.349$, $p=.02$, $d=.36$), but no clear evidence for other differences were found ($ps>.06$).

Loss-of-focus events were rare in all task variants, with each participant switching away from the task less than once per session on average. Regardless, I assessed differences in loss-of-focus events between the three task variants using a one-way ANOVA but found no evidence for any differences ($F_{2,259}=1.137$, $p=.32$, partial $\eta^2=.008$).

Table 5.4 Mean behavioural measures of participant engagement from the first four sessions, shown separately by task variant.

<table>
<thead>
<tr>
<th>Task Variant</th>
<th>Coefficient of variation (95% CI)</th>
<th>Loss-of-focus events (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Non-game</td>
<td>18.7% (17.9 to 19.6)</td>
<td>0.85 (0.50 to 1.19)</td>
</tr>
<tr>
<td>Points</td>
<td>19.0% (18.1 to 19.8)</td>
<td>0.82 (0.43 to 1.20)</td>
</tr>
<tr>
<td>Theme</td>
<td>17.5% (16.7 to 18.4)</td>
<td>1.21 (0.75 to 1.67)</td>
</tr>
</tbody>
</table>

5.4.6 Stop-Signal Reaction Times
I checked the data from each session against the assumptions of the race model. Of the 1050 sessions assessed, I excluded 161: 75 from the non-game variant, 37 from points and 49 from theme. 3 participants failed to meet the assumptions of the race model in all four compulsory sessions, resulting in their exclusion from this analysis. I then analysed each participant’s mean SSRT, with boxplots shown in Figure 5.8.

A one-way ANOVA showed weak evidence for a small effect of task variant on SSRT ($F_{2,255}=2.954$, $p=.05$, partial $\eta^2=.022$) with post-hoc t-tests showing a difference between the theme variant (M = 289, SD = 67) and points variant (M=266, SD = 66) (mean difference = 23, 95% CI 5 to 42, $t_{169}=2.386$, $p=.05$, $d=.35$). There was no evidence for other differences ($ps>.24$). Bayesian t-tests showed no evidence of equality between the SSRTs of the non-game and theme variants (BF=.59), but found substantial evidence for equality between the non-game (M=274, SD=55) and the points variants (BF=.22).
Figure 5.8 Boxplots of mean SSRT. Data combined per participant over the first four sessions and shown separately by task variant

For brevity, not all the analyses planned in the study protocol have been presented— for more detailed methods and analyses please see Appendix N (pg157).

5.5 Discussion
Contrary to my hypotheses, I found no clear evidence of an effect of task variant on participant attrition. This was further strengthened when I included data from loosely conforming participants which showed strong evidence that the mean number of sessions completed was equal in all task variants. To the best of my knowledge, this is the first empirical study examining the effects of gamification on participant attrition within a cognitive testing context, and my results raise doubts about the effectiveness of gamified tasks for increasing amount of engagement.

5.5.1 Quality of Engagement
Despite there being no difference in amount of engagement between the variants, I did find an effect of task variant on quality of engagement, with the points variant having the highest combined sessions mean, followed by the non-game variant and the theme. One possible explanation for these findings relates to self-determination theory (SDT) (Section 2.4.4). In the case of the gamified variants, the points variant would seem to address competency needs by providing constant feedback on their performance which reinforces the player’s success [37], but I would not consider the theme variant or the non-game variant to adequately meet any of the three needs. Since the points variant was the only variant to address any of the psychological needs, this might explain why it was rated as providing the highest quality of engagement in both this study and in Experiment 1.
The theme variant was rated as providing the lowest quality of engagement, even compared against the non-game variant. One potential explanation for this finding is that the task was framed as a game and looked like a game, but offered no actual gameplay. Secondly, the map screen and changing graphical backgrounds may have hinted at player autonomy and exploration as is typical in other games, but ultimately the player experience was railroaded. These two factors may have undermined autonomy and violated participant expectations, resulting in a dissatisfying experience [134,225].

One additional factor to consider, in the light of SDT, is that paying participants in studies such as this may be counterproductive to measuring true engagement. There is evidence that providing extrinsic rewards for otherwise motivating tasks may undermine participant autonomy, therefore affecting the task’s ability to meet our psychological needs [226,227]. In this study, it is not possible to determine whether intrinsic motivation to take part was affected by the incentive of 50p per additional session. This is further complicated by the potentially unrepresentative nature of a Prolific sample: all of whom have voluntarily signed up to take part in science experiments online, and can choose studies based on the amount of monetary compensation awarded in exchange for their data. Given these issues, an informative avenue for future research in this area would be to explore the effects of these same gamification mechanisms on attrition, but without providing financial incentives. Money can be a powerful motivator; for example, Khadjesari and colleagues [228] found that offering a £10 Amazon voucher to each participant in a longitudinal study resulted in a 9% increased response rate at 12-month follow-up. In this case, it may simply be that money was the most important factor for taking part, and that the similar attrition rates were driven by the identical incentives.

I also found only very weak evidence that quality of engagement was associated with amount of engagement. This highlights the different types of engagement that Perski and colleagues found in their review of the concept of engagement [150]. It is assumed that measures of quality of engagement and amount of engagement are triangulating the same concept, but evidence in support of this claim is scarce. Research from the video game literature has found that game enjoyment does not relate strongly to game usage, and that game usage can be driven by many other factors including boredom, loneliness and need for escapism [149,229]. This evidence, combined with the findings of this study, indicates that further research is needed to understand the relationship between quality and amount of engagement.
5.5.2 Cognitive Data

The two pilot behavioural measures of engagement: RT variation (coefficients of variation) and loss-of-focus events were difficult to interpret. There was no evidence that losses of focus differed between the task variants, and this is likely because such events were rare (less than one loss of focus per session on average). However, this is a positive finding as it shows that participants are willing to properly engage with online cognitive tasks, concentrating for the duration. With respect to coefficients of variation, the pattern of results is directly in contrast with the quality of engagement: the points variant had the most variable response times but the highest rating, while the theme variant had the lowest variability and the lowest rating. This is either contrary evidence to the idea that RT variability is related to motivation [222,223], or signals that the questionnaire ratings are not good measures of motivation. Regardless, further research is necessary to understand whether these measures reflect engagement.

When assessing cognitive data, I found evidence that SSRTs were equivalent between the points variant and the non-game variant. Although the points variant introduced additional elements to the task which may have increased cognitive load, it is possible that the salient feedback and motivational effect of points served to counteract this: boosting participant performance as has been found in a number of previous studies [32,212,230,231].

5.5.3 Limitations

I acknowledge several limitations to this study: firstly, I did not technically achieve my intended sample size of 291. However, the attrition analysis of loosely conforming participants strengthens the finding of the main analysis: that there was no effect of gamification on attrition. Nevertheless, I accept that a balanced group analysis would be preferable. Secondly, I acknowledge that the design of the study was not suitable to validate the gamified variants as measures of response inhibition, as that would require a within-subjects design in order to test predictive validity [152,198]. Furthermore, a within-subjects design would reduce noise in the measurement of engagement by allowing participants to serve as their own control. Thirdly, it may be that my measure of amount of engagement was insensitive. I required participants to return to a study website and complete a ten-minute task in order to register one point on my measure of amount of engagement. It may be that the effect of gamification is not large enough to encourage this not-insignificant effort. Fourthly, as mentioned previously, there are issues relating to motivation and incentives, as in reality participants completing cognitive assessments will be requested to complete the study over a fixed period for a fixed fee, and not with the option to continue for additional recompense.
Fifthly, I acknowledge that the sample, recruited from Prolific, and with high levels of education, may not be representative of the wider population. Sixthly, this study investigated attrition over a period of six days, so results may not generalise to longer timecourses, such as attrition over weeks or months. Finally, the game elements I implemented were relatively superficial, and certainly wouldn’t constitute a full game. Indeed, neither of the games were likely enjoyable enough that a participant would consider doing them for their own sake. Though this was necessary to try to reduce the impact of gamification on the cognitive data, it may have diminished any potential effects of gamification.

5.6 Chapter Summary
This chapter described Experiment 2: an empirical study into the effect of gamification on attrition from a longitudinal cognitive testing study. The study was hosted on Mindgames, and participants signed up to complete four consecutive days of testing, followed by six optional days. Each day, participants completed a 10-minute SST followed by a brief questionnaire on quality of engagement. Participants were randomly allocated to one of three task variants (non-game, points, theme). I used participant attrition over the six optional days as a measure of amount of engagement and hypothesised that participants would drop out of the study as they decided that completing the task was no longer worth 50p.

Contrary to my hypotheses, I found no evidence for an effect of gamification on amount of engagement. The theme variant had negative effects on cognitive data, showed no evidence of reducing attrition, was rated as the least enjoyable and was the task switched away from most often. This suggests that themed gamified tasks, at least those that use graphics alone, are non-optimal for use in cognitive testing studies. In contrast, and replicating the finding of Experiment 1, the points variant was found to provide the highest quality of engagement. I found SSRTs from the points and non-game variants to be equal, showing that points can be an effective way of improving quality of engagement with a cognitive task while still collecting valid data.

My findings show that there is still further work to be done untangling the relationship (or lack of one) between quality and amount of engagement; and further research should examine the role that specific game elements play. I acknowledge several limitations to Experiment 2, indicating scope for improvement with respect to experimental design. In the next chapter I describe Experiment 3, which takes an alternative approach to measuring amount of engagement and seeks to address limitations one to four.
Chapter 6: The effects of points, theme and financial incentive on amount of engagement (Experiment 3)

6.1 Chapter Aims
In Chapter 5 I looked at the effect of gamification on attrition from a longitudinal cognitive testing study and found that despite some positive effects on quality of engagement, there was no difference in dropout rates between the three task variants. There were, however, several methodological problems which might have diminished any potential effect. In this chapter I describe Experiment 3, which used Mindgames to investigate the effect of gamification on amount of engagement over three variable-length testing sessions, as opposed to attrition over a several-day period. I had four aims, namely to:

1. Investigate the effects of individual game elements of amount of engagement, measured by time spent testing.
2. Investigate the relationship between amount and quality of engagement
3. Investigate the effect of financial incentive on engagement.
4. Investigate the effects of individual game elements on the primary cognitive outcome measure of the stop-signal task (Stop Signal Reaction Time), using a within-subjects design

6.2 Introduction
In Chapters 2 and 5 of this thesis I have highlighted the lack of evidence that gamification can increase amount of engagement with cognitive tests. To the best of my knowledge, only a handful of studies have explored the issue: but these initial findings do suggest that gamification can increase the number of trials voluntarily completed by participants [50,52,232].

This chapter describes a study into the effects of game elements and financial incentive on the engagement with a cognitive test. I used a mixed design where participants completed three test sessions over a five-day period. Each session used a different variant of the stop-signal task (SST) (non-game, points and theme) in a counterbalanced order. The task was followed by two short questionnaires on the participant’s quality of engagement. This experiment was comparable to Experiment 2 in many respects but had five important differences.

Firstly, I moved to a within-subjects design, I hoped this would provide better measures of engagement because participants would be able to compare their experience across the three tasks. It also allowed me to account for individual differences in my analysis, giving me more statistical power to detect effects.

Secondly, I switched from attrition as a measure of amount of engagement to \textit{ad-libitum} test time [233]. Each session was of variable duration, with the SST being paused every two
minutes to ask participants if they wished to continue testing. I expected *ad-libitum* test-time to be a more sensitive measure of engagement than *number of sessions completed*, as the effort required to continue engaging was much less. i.e., continuation only required a button click and two more minutes of testing; as opposed to waiting a day, returning to the study website and completing a whole ten-minute test session.

Thirdly, I abandoned the somewhat unrefined assessment of quality of engagement used in Experiments 1 and 2, and I instead used the newly developed Digital Behaviour Change Intervention (DBCI) Engagement Scale. Though still in the process of being validated, I considered its design to be more grounded in theory than my own questionnaire. The DBCI Engagement Scale measures participants’ quality of engagement with digital behaviour change interventions. DBCIs often make use of gamification to increase user engagement, hence I considered the DBCI Engagement Scale appropriate for use in this study.

Fourthly, to understand whether self-determination theory (SDT) (Section 2.4.4) could explain points’ and theme’s effects on quality of engagement, every session included a delivery of the Intrinsic Motivation Inventory (IMI). SDT posits that an activity is more appealing if it facilitates high levels of competency and autonomy in the individual [133,135]. I used a shortened version of the IMI to measure two factors: the participant’s *perceived autonomy* and *perceived competence* during the task.

Fifthly, an important limitation of the Experiment 2 was that paying participants to complete additional sessions may have unintentionally influenced their engagement. There is evidence that providing extrinsic rewards for otherwise motivating tasks may undermine participant autonomy and affect the task’s ability to meet psychological needs [226,227]. It may also be that the motivational effect of financial incentive was so large that it overpowered any possible effect of gamification. Gamification has been used in online studies (where financial incentives are common) and in DBCIs (where they are not). As such, it was important to understand how gamification affects engagement when used in situations both with and without financial incentive.

To include financial incentive as a factor in the study design: participants were recruited in two cohorts, each using different reimbursement schemes. One cohort received payment of £1.25 for completing each session regardless of time spent, while the other was incentivised to complete each block in exchange for a linearly decreasing financial reward. Under both reimbursement schemes, each session included one compulsory, two-minute, block of testing for which participants were paid £0.75. Following each block participants were asked if they
wished to continue and complete another block. I expected participants to drop out of the study when they decided the incentive (or lack of it) was not worth another two minutes of their time. All participants were additionally paid 50p for completing the compulsory post-task questionnaires each session.

6.2.1 Hypotheses
I hypothesised that the amount of engagement would be highest in the two gamified variants, and lower in the flat-rate reimbursement scheme. I also hypothesised that the points variant would be rated as the most engaging of the three, and that the DBCI engagement scale would be positively associated with amount of engagement. Finally, I hypothesised that the points variant would provide the most perceived competency on the IMI and the theme variant would provide the most perceived autonomy.

6.3 Methods

6.3.1 Design and Overview
I used a three-session 2 × 3 crossover experimental design, with a between-subjects factor of reimbursement scheme (flat-rate, pay-per-block) and a within-subjects factor of SST variant (non-game, points, theme). The dependent variables of interest were amount of engagement (defined as minutes spent on the task), quality of engagement (measured by the DBCI Engagement scale), intrinsic motivation (measured by the IMI), coefficients of RT variation and SSRTs. I preregistered the study on the Open Science Framework (osf.io/fytxi).

6.3.2 Participants and Procedure
Participants were recruited from the user base of Prolific, through which I managed the process of recruiting participants, checking inclusion criteria, displaying study information and participant reimbursement. I required participants to be older than 18 years, have English as a first language and have an approval rate above 90% on Prolific (as is recommended for longitudinal studies). I also required that participants had not taken part in Experiment 2.

Due to technical limitations on both Mindgames and Prolific’s part, the two cohorts were run at separate timepoints. Which cohort a participant joined depended on the day which they signed up to the study. To minimise potential recruitment-pool differences given the non-random cohort allocation, I launched both cohorts on the same day of the week, at the same time, one week apart. The pay-per-block cohort was launched first. Once registered, participants were directed to Mindgames via a unique link, they were then randomly allocated to a counterbalanced task-variant order and an initial task variant. They were required to complete a consent form before they entered the experiment proper.
Participants were required to complete all three sessions within a five-day period to be paid. Participants could only complete one session per day and were invited to each session separately. If they dropped out of the study before completing three sessions and did not contact me with a reason (technical difficulties, etc), they did not receive any compensation. This was made clear on the information sheet, which participants read before they signed up to the study, and on the study website itself.

Each session rewarded a minimum of £1.25 + any bonus payments earned, up to a maximum of £4.01. Participants in the flat-rate reimbursement scheme were offered no additional financial incentive for completing additional blocks, while participants in the pay-per-block reimbursement scheme were offered a linearly decreasing incentive (66p, 57p, 48p, 39p, 30p, 21p, 12p and 3p) to complete each additional block (based on [234]) (See Table 6.1 for clarification). The total compensation a participant could receive was £3.75-£12.03. Ethics approval was obtained from the Faculty of Science Research Ethics Committee at the University of Bristol (60461), and the study was conducted according to the revised Declaration of Helsinki [171].

Table 6.1 The relationship between time spent testing, number of blocks completed and participant rewards for each session, in both cohorts. Participants could complete any number of blocks in any of the three sessions they completed. Completing one block + the questionnaires was compulsory in order for the session to be considered complete.

<table>
<thead>
<tr>
<th>Time spent testing in a single session</th>
<th>Blocks completed</th>
<th>Block rewards in the pay-per-block cohort (cumulative earnings)</th>
<th>Block rewards in the flat-rate cohort (cumulative earnings)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 minutes</td>
<td>1 (compulsory)</td>
<td>£0.75 (£0.75)</td>
<td>£0.75 (£0.75)</td>
</tr>
<tr>
<td>4 minutes</td>
<td>2</td>
<td>£0.66 (£1.41)</td>
<td>£0 (£0.75)</td>
</tr>
<tr>
<td>6 minutes</td>
<td>3</td>
<td>£0.57 (£1.98)</td>
<td>£0 (£0.75)</td>
</tr>
<tr>
<td>8 minutes</td>
<td>4</td>
<td>£0.48 (£2.46)</td>
<td>£0 (£0.75)</td>
</tr>
<tr>
<td>10 minutes</td>
<td>5</td>
<td>£0.39 (£2.85)</td>
<td>£0 (£0.75)</td>
</tr>
<tr>
<td>12 minutes</td>
<td>6</td>
<td>£0.30 (£3.15)</td>
<td>£0 (£0.75)</td>
</tr>
<tr>
<td>14 minutes</td>
<td>7</td>
<td>£0.21 (£3.36)</td>
<td>£0 (£0.75)</td>
</tr>
<tr>
<td>16 minutes</td>
<td>8</td>
<td>£0.12 (£3.48)</td>
<td>£0 (£0.75)</td>
</tr>
<tr>
<td>18 minutes</td>
<td>9</td>
<td>£0.03 (£3.51)</td>
<td>£0 (£0.75)</td>
</tr>
<tr>
<td>20 minutes</td>
<td>Questionnaires (compulsory)</td>
<td>£0.50 (£1.25 - 4.01)</td>
<td>£0.50 (£1.25)</td>
</tr>
</tbody>
</table>

6.3.3 Materials

The Mindgames Platform

Aside from participant recruitment, daily reminders and reimbursement, all other elements of the study were hosted on Mindgames (Chapter 4). The site opened to a menu from which the participant could begin the task or review the instructions. Clicking the start button displayed a series of instruction screens, followed by the variable-length SST and both questionnaires.
the first day, participants completed a demographic questionnaire, which collected data on age, sex, ethnicity, level of education, and the number of hours spent playing video games each week. Each session took 4-20 minutes to complete, and once completed the main menu’s start button became inactive until midnight.

**Stop-Signal Task: Nongame Variant**

I reused the SST from Experiment 2 (5.3.2) with some minor modifications. Firstly, I shortened the length of each trial to squeeze more trials into a 2-minute block, to improve the accuracy of SSRT estimates for participants who only completed one block of testing before dropping out. I reduced the response period of each trial from 900ms to 800ms, and I reduced the duration of the inter-trial interval from between 500-1000ms to between 200-500ms. I increased the number of trials in a block from 48 to 64.

I adjusted the stop-signal delay (SSD) staircase algorithm to be more conventional compared to that used in Experiment 2 (Appendix K - pg154). In the new design, all four staircases converged to a 50% failed inhibition rate, but each started from a different initial SSD (50ms, 125ms, 225ms, 300ms). On a step up or step down the staircase was adjusted by +/-50 ms respectively, the step size changed to +/-25ms after 3 reversals and to +/-12ms after 5 reversals. Staircase SSD values were maintained across blocks, meaning SSRT estimates became more accurate the longer the participant tested for.

At the end of a block a choice screen was displayed (Figure 6.1). The participant was told: “You are free to end today’s session now if you wish. Alternatively, you may complete another two-minute round of testing [and earn an additional £X]. Would you like to continue?”, where X was determined by the number of blocks completed, and the text in square brackets was only shown to participants in the pay-per-block reimbursement scheme. If the participant continued, they were presented with a short break screen for 10 seconds, after which the task continued. If they quit, they were directed to the questionnaires. Each participant could complete up to 9 blocks per session, with each block taking 2 minutes.
Stop-Signal Task: Points Variant

The points variant was similar to its counterpart in Experiment 2 (for full details, see Appendix J - pg146). However, the participant’s score was not maintained over blocks, meaning they could compete against themselves on each block to beat their own high score. Given my decision to maintain staircase SSDs over blocks, I was concerned that it would become increasingly difficult for a participant to beat their own high score as the task went on (as the SST converged on their 50% failed inhibition rate). To counteract this, I included a LevelAdjustment variable in the score calculation, which served to increase the points earned by the participant by 5% for each block they had completed. The result was that on each successful non-stop-trial the participant earned points equal to LevelAdjustment $\times$ Bonus $\times$ 0.2 $\times$ (800 – reaction time).

At the end of each block the choice screen was presented (Figure 6.1) (identical to the choice screen in the non-game task variant). If the participant chose to continue taking part they were presented with a break screen for ten seconds, which displayed their current high-score and their score from the previous round. This break screen challenged the participant to beat their current high score in the next round (Figure 6.2).
Stop-Signal Task: Theme Variant
The theme variant was also similar to its counterpart in Experiment 2 (for full details, see Appendix J - pg146). If the participant chose to continue testing beyond the initial compulsory block (Figure 6.1), then they were taken to a new choice screen. On this screen, they were given a choice of the location they would like to ‘travel to next’ (Figure 6.3), in effect giving them control over the graphical theme of their next block. My aim was to create a sense of autonomy: giving the participant some freedom in the way they completed the session [133]. Once they made their choice, they were presented with a self-paced break screen, which showed a paragraph of ‘flavour text’ about their selected destination.

![Figure 6.3 Screenshot of the post-continuation choice screen from the theme variant of the SST, asking the participant which location they’d like to ‘sort out’ next.](image)

**DBCI Engagement Scale**
The DBCI Engagement Scale is designed to collect information on participants’ engagement with DBCIs. DBCIs often make use of gamification to increase user engagement, hence I considered the scale appropriate for use in this study.

A shortened version of the DBCI Engagement Scale was presented after each testing session. The questionnaire consisted of 8 items presented in a random order and measured on a 7-point Likert scale with end points and middle anchored: not at all, moderately, extremely. The questions were: How strongly did you experience the following? (1) Interest, (2), Intrigue, (3), Focus, (4), Inattention, (5), Distraction, (6), Enjoyment, (7) Annoyance, (8) Pleasure.

**Intrinsic Motivation Inventory**
The IMI is a multidimensional questionnaire intended to measure participants’ subjective experience of various activities [138,235]. The IMI contains many possible questions and subscales from which researchers select a subset to measure their factors of interest. I selected three questions designed to measure ‘perceived autonomy’ and three questions designed to measure ‘perceived competence’.
The IMI was presented after each testing session, following the DBCI Engagement Scale. The questionnaire consisted of 6 items measured on a 7-point Likert scale with end points and middle anchored: not at all; moderately; extremely. The following questions were presented in a random order: How much is the following statement true? (1) I had some choice in how I approached this task, (2) I took part for as long as I did because I wanted to, (3) I felt like it was not my own choice to take part for as long as I did, (4) I performed well on this task, (5) It was clear how well I was performing on the task, (6) I was not skilled at this task.

6.3.4 Dependent Variable Calculation

**Amount of Engagement**

Amount of Engagement was measured in minutes: calculated as $2 \times$ the number of blocks completed (each block was 2 minutes long). It was measured on a per session basis.

**Quality of Engagement**

Quality of engagement was measured using the DBCI Engagement Scale on a per session basis. I created three measures from this questionnaire: Interest, Attention and Enjoyment. Each measure was derived by calculating the mean score of its component items for each session. The Interest subscale consisted of items 1 and 2. The Attention subscale consisted of items 3, 4 (reversed scored) and 5. The Enjoyment subscale consisted of factors 6, 7 (reversed-scored) and 8.

**Intrinsic Motivation**

Intrinsic motivation was measured using the IMI on a per session basis. I created two measures from this questionnaire: perceived autonomy and perceived competence. Each measure was created for each session by calculating the mean score of its component items. The perceived autonomy subscale consisted of items 1, 2 and 3 (reversed scored), and the perceived competency subscale consisted of items 4, 5 and 6 (reversed scored).

**Coefficients of Reaction Time Variation**

Coefficients of RT variation quantify RT intra-individual variability with respect to mean RT. Evidence has suggested that changes in motivation can be reflected in RT variation [222,223], and this was weakly supported by the findings of Experiment 2. Coefficients of RT variation were calculated on a per participant, per session basis by dividing the participant’s standard deviation (SD) of non-stop trial RTs by their mean non-stop trial RT.
**Stop-Signal Reaction Times**

I calculated SSRTs for each session separately, excluding sessions where the assumptions of the race model did not hold (Section 5.3.4). For sessions that did meet the assumptions of the race model, I calculated SSRT$_{\text{med}}$ as described in [220]. The formula for calculating SSRT$_{\text{med}}$ is as follows:

\[
\text{SSRT}_{\text{med}} = \text{Go Reaction Time}_{\text{median}} - \text{Stop Signal Delay}_{\text{median}}
\]

Stop-Signal Delay$_{\text{med}}$ (SSD) was calculated for each session using weighted least squares linear regression to predict SSD based on the probability of responding given a stop-signal. This was then used to estimate the SSD where the probability of the participant failing to inhibit was 50%.

**6.3.5 Statistical Analysis**

I did not assess the evidence for an effect of time in the analyses below because the order in which the task variants were presented to participants was counterbalanced within cohorts.

In all analyses, where appropriate, differences between groups were assessed with post-hoc t-tests. Where there was no evidence of a difference between group-means, I used Bayesian t-tests to assess the evidence for equality (3.3.5). Where Bayesian t-tests were between dependant groups, I used paired Bayesian t-tests.

**Amount of Engagement**

Differences in the amount of engagement between the task variants and the reimbursement schemes were assessed using a 2×3 mixed ANOVA of amount of engagement with reimbursement-scheme (flat-rate, pay-per-block) as a between-subjects factor and task variant (non-game, points, theme) as a within-subjects factor. I also plotted the amount of engagement across variants and reimbursement schemes to visually inspect differences.

**Quality of Engagement**

To assess the effect of the different task variants and reimbursement schemes on quality of engagement, I used a 2×3 mixed MANOVA of DBCI Engagement Scale subscale score (Interest, Attention and Enjoyment) with reimbursement-scheme (flat-rate, pay-per-block) as a between-subject’s factor and task variant (non-game, points, theme) as a within-subjects factor. I plotted bar charts of subscale scores separately by task variant to visually inspect differences.

Furthermore, to assess the strength of association between the DBCI subscales and amount of engagement I used a Pearson product-moment correlation matrix, combining across task variants and reimbursement scheme, with evidence quantified using BF$s$. Given my prior
hypothesis of a positive correlation, this was used as the alternative hypothesis in the Bayes Factor calculation.

**Intrinsic Motivation**

I assessed whether there was any evidence that the SDT concepts of autonomy or competency were being promoted by the theme or points variants respectively, and whether this differed across reimbursement schemes. I used a 2 × 3 mixed MANOVA of the perceived competency and perceived autonomy subscales of the IMI with reimbursement-scheme (flat-rate, pay-per-block) as a between subject’s factor and task variant (non-game, points, theme) as a within-subjects factor. I plotted bar charts of subscale scores separately by task variant to visually inspect differences.

**Coefficients of Reaction Time Variation**

I assessed differences in coefficient of variation using a mixed ANOVA with reimbursement-scheme (flat-rate, pay-per-block) as a between subject’s factor and task variant (non-game, points, theme) as a within-subjects factor.

**Stop-Signal Reaction Times**

To assess the effect of gamification on cognitive data I used a mixed ANOVA of SSRT with reimbursement-scheme (flat-rate, pay-per-block) as a between subject’s factor and task variant (non-game, points, theme) as a within-subjects factor. I used box and whisker plots to compare SSRTs across the task variants.

**6.3.6 Sample Size Determination**

I based my sample size calculation on the findings of Prins and colleagues [50] where it was found that participants using a gamified cognitive task completed 48% more trials than those participants in the non-gamified control (partial $\eta^2 = .38$, or $d = 1.5$). To detect a more conservative difference of $d = 1.1$, with a 5% alpha and 95% power, a sample size of 46 per cohort was required. I aimed to recruit 48 participants per cohort to allow for equal group sizes, giving a total sample size of 96.

**6.4 Results**

The data that form the basis of these results are available from the University of Bristol Research Data Repository (doi: 10.5523/bris.2l8sjofwxs7ha28v9pl27p6zk4).

**6.4.1 Characteristics of Participants**

Participants were recruited in January 2018, in two waves one week apart. Participants in the first wave formed the pay-per-block cohort, and participants in the second wave formed the
flat-rate cohort. In both waves, the intended sample size was met within hours of the study being posted on Prolific. A total of 118 participants signed up to take part in the study, and 106 (89.8%) completed at least one session. Where participants dropped out due to technical difficulties or other reasons, I continued to recruit in order to offset attrition. In the end, 90 participants (76.3%) completed the three required sessions within a 5-day period.

Of these 90 participants, 43 were in the pay-per-block cohort, and 47 were in the flat-rate cohort. The cohorts were not randomly determined, so I tested them for characteristic differences [236] but found no clear evidence for any differences (Table 6.2). The most common browser used to complete the experiment was Google Chrome (n=69, 70%), with others including Firefox (n=13, 13%), Internet Explorer (n=6, 6%) and Safari (n=10, 10%).

**Table 6.2 Participants’ demographic information, shown separately by task variant.**

<table>
<thead>
<tr>
<th>Demographic</th>
<th>Pay-per-block cohort</th>
<th>Flat-Rate cohort</th>
<th>Test for difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean Age (SD)</td>
<td>32 (9.0)</td>
<td>35 (11.6)</td>
<td>t_{71}=1.197; p=.24</td>
</tr>
<tr>
<td>Number Male</td>
<td>15 (35%)</td>
<td>15 (32%)</td>
<td>χ²_{1,72}=.173; p=.68</td>
</tr>
<tr>
<td>Mean video game hours per week (SD)</td>
<td>8.6 (12.9)</td>
<td>4.9 (5.9)</td>
<td>t_{71}=1.928; p=.058</td>
</tr>
<tr>
<td>Median level of education</td>
<td>A-levels/Higher Education</td>
<td>Bachelor’s Degree/University</td>
<td>χ²_{4,73}=9.345; p=.053</td>
</tr>
<tr>
<td>Mode ethnicity</td>
<td>41 (95%) White</td>
<td>43 (91%) White</td>
<td>χ²_{3,73}=1.045; p=.79</td>
</tr>
</tbody>
</table>

### 6.4.2 Amount of Engagement

Figure 6.4 shows the amount of participant engagement with the task variants across the two reimbursement schemes. I report Greenhouse-Geisser corrected values where Mauchly’s test indicated sphericity to be violated. A mixed ANOVA showed no evidence for an effect of task variant on amount of engagement (F_{1.9,163,8}=.178, p=.82, \textit{partial} η²=.002) but there was strong evidence for a large effect of reimbursement scheme (F_{1,88}=185.8, p<.001, \textit{partial} η²=.679). The distribution of my amount of engagement variable was bimodal: skewed low in the flat-rate cohort and skewed high in the pay-per-block cohort (Figure 6.5). Given the similarity in amount of engagement between the task variants, I used Bayesian t-tests to assess equality. Combining across reimbursement scheme, I found substantial evidence that the amount of engagement was equal between the non-game and points variant (Bayes Factor (BF)=.13), the non-game and theme variant (BF=.12) and the points and theme variant (BF=.13).
Figure 6.4 Mean number of minutes spent testing in each variant, shown separately by reimbursement scheme. Error bars represent 95% CIs.

Figure 6.5 Distributions of amount of engagement in each reimbursement scheme. Combined across task variants. The y-axis represents the percentage of all the sessions in that cohort. I.e. the amount of engagement was only 2 minutes in nearly 70% of sessions completed by the flat-rate cohort.

6.4.3 Quality of Engagement
A mixed MANOVA was used to assess the effect of task variant and reimbursement scheme on DBCI Engagement Scale subscale score. There was strong evidence for large effects of task variant ($F_{6,83}=3.913$, $p=.002$, partial $\eta^2=.115$) and reimbursement scheme ($F_{3,86}=3.730$, $p=.014$, partial $\eta^2=.115$), but no evidence for an interaction between the two ($F_{6,83}=1.326$, $p=.26$, partial $\eta^2=.087$). Quality of Engagement scores were higher in the flat-rate cohort than the pay-per-block cohort.

Univariate ANOVA’s showed strong evidence of medium effects of task variant on the Interest ($F_{2,176}=10.831$, $p<.001$, partial $\eta^2=.110$) and Enjoyment ($F_{2,176}=6.316$, $p=.002$, partial $\eta^2=.067$) subscales, but not the Attention subscale ($F_{2,176}=.657$, $p=.52$, partial $\eta^2=.007$). Figure 6.6 shows
the subscale scores separately across task variant and combined across reimbursement scheme.

Bayesian t-tests showed substantial evidence that the points and theme variants had equal Interest (BF=.12) and Enjoyment (BF=.12) scores. Attention subscale scores were equal in all three task variants: non-game and points (BF=.22), non-game and theme (BF=.13), and points and theme (BF=.16).

To investigate the associations between the three DBCI Engagement subscales and amount of engagement, I calculated correlation pairs between each subscale score and amount of engagement. I combined data over the three task variants and over reimbursement schemes, and assessed the evidence using BFs. BFs were calculated using ‘positive correlation’ as the alternative hypothesis, thus slightly weighting the evidence in favour of a positive correlation.

Overall, I saw substantial evidence that there was no association between amount of engagement and the Attention ($r=-0.04$, BF=.09) or Enjoyment subscales ($r=-0.05$, BF=.11). But there was substantial evidence of a small association between amount of engagement and the Interest subscale ($r=0.16$, BF=3.91).

![Figure 6.6 Mean subscale scores (and overall score) from the DBCI Engagement Scale, shown separately by task variant but combined across reimbursement schemes. Error bars represent 95% CIs.](image)

**6.4.4 Intrinsic Motivation**

I used a mixed MANOVA to assess the effect of task variant and reimbursement scheme on perceived competency and perceived autonomy. I report Greenhouse-Geisser corrected values where Mauchly’s test indicated sphericity to be violated. I saw strong evidence for a large multivariate effect of task variant ($F_{4,85}=8.154$, $p<.001$, partial $\eta^2=.277$) and a medium effect of
reimbursement scheme \((F_{2.87} = 4.625, \ p = .012, \ partial \ \eta^2 = .096)\), but no evidence of an interaction between the two \((F_{4,85} = 1.003, \ p = .41, \ partial \ \eta^2 = .045)\). Perceived autonomy and competency were higher in the pay-per-block cohort than the flat-rate cohort.

Univariate ANOVA’s showed strong evidence of a large effect of task variant on perceived competency \((F_{1.68,148.11} = 23.282, \ p < .001, \ partial \ \eta^2 = .209)\) but no evidence for an effect on perceived autonomy \((F_{2,176} = .390, \ p = .68, \ partial \ \eta^2 = .004)\). Figure 6.7 shows the scores for perceived autonomy and competency separately across task variant and combined across reimbursement schemes.

Paired post-hoc t-tests showed strong evidence that the points variant scored higher on perceived competency than either non-game (mean difference = .64, 95% CI .37-.91; \(t_{72} = 4.678; \ p < .001; \ d = .55\)) or Theme (mean difference = .67, 95% CI .38-.96; \(t_{72} = 4.542; \ p < .001; \ d = .53\)). Bayesian t-tests showed substantial evidence that the non-game and theme variants had equal perceived competency scores (BF = .14). Perceived autonomy scores were equal in all three task variants: non-game and points (BF = .14), non-game and theme (BF = .21), and points and theme (BF = .14).

![Figure 6.7 Mean subscale scores from the IMI, shown separately by task variant and combined across reimbursement schemes. Error bars represent 95% CIs.](image)

### 6.4.5 Coefficients of Reaction Time Variation
A total of 17 participants were excluded from the cognitive data analysis for reasons prespecified in the protocol: 12 were excluded because their SST data failed to meet the assumptions of the race model in at least one task variant. 5 participants were excluded because their sorting accuracy was more than 4x the interquartile range away from the group.
mean. As a result, the following analyses were performed on data from 73 participants, 37 from the pay-per-block cohort and 36 from the flat-rate cohort.

I analysed coefficients of RT variation across the task variants and reimbursement schemes. A mixed ANOVA of coefficients of variation showed weak evidence for a medium effect of task variant \((F_{2,140}=4.504, p=.013, \text{ partial } \eta^2=.060)\) on participants’ RT variability, with lower coefficients indicating that there was less variability (Table 6.3). I saw no evidence for an effect of reimbursement scheme \((F_{1,70}=.497, p=.50, \text{ partial } \eta^2=.007)\).

Table 6.3 Mean coefficients of RT variation combined over reimbursement scheme, shown separately by task variant.

<table>
<thead>
<tr>
<th>Variant</th>
<th>Mean coefficients of variation (95% CI)</th>
<th>Mean intra-individual SD (95% CI)</th>
<th>Mean non-stop RT (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nongame</td>
<td>18.9% (18.0-19.9)</td>
<td>110ms (105-115)</td>
<td>587ms (569-605)</td>
</tr>
<tr>
<td>Points</td>
<td>19.0% (18.1-19.9)</td>
<td>109ms (104-113)</td>
<td>580ms (562-599)</td>
</tr>
<tr>
<td>Theme</td>
<td>17.7% (16.9-18.4)</td>
<td>108ms (103-113)</td>
<td>612ms (594-630)</td>
</tr>
</tbody>
</table>

6.4.6 Stop-Signal Reaction Times

I analysed SSRTs across task variants and reimbursement schemes. A mixed ANOVA of SSRT showed strong evidence for a large effect of task variant \((F_{2,142}=9.615, p<.001, \text{ partial } \eta^2=.113)\) on participants’ SSRTs. I also saw evidence for a large effect of reimbursement scheme \((F_{1,71}=8.810, p=.004, \text{ partial } \eta^2=.110)\), and weak evidence for a medium interaction effect \((F_{2,142}=4.243, p=.016, \text{ partial } \eta^2=.050)\). Mean SSRTs were higher in the flat-rate cohort. Mean SSRTs are shown in Table 6.4, and SSRTs across task variants are shown in Figure 6.8.

Table 6.4 Mean SSRTs, shown separately by task variant and reimbursement scheme

<table>
<thead>
<tr>
<th>Task Variant</th>
<th>Pay-per-block (95% CI)</th>
<th>Flat-rate (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Non-Game</td>
<td>301ms (287 - 314)</td>
<td>351ms (331 - 370)</td>
</tr>
<tr>
<td>Points</td>
<td>305ms (286 - 324)</td>
<td>341ms (322 - 360)</td>
</tr>
<tr>
<td>Theme</td>
<td>343ms (325 - 360)</td>
<td>355ms (334 - 376)</td>
</tr>
</tbody>
</table>

Combining across reimbursement scheme, I found substantial evidence that SSRTs were equal between the non-game and points variants (BF=.139), and very strong evidence for a difference between the non-game and theme variants (BF=41.36) and the points and theme variants (BF=38.16).
Figure 6.8 Boxplots of SSRTs, shown separately by task variant and combined over reimbursement scheme.

Exploratory analyses of secondary cognitive measures (non-stop RT, failed-stop RT, non-stop accuracy and stop accuracy) are presented in Appendix O (pg 162).

6.5 Discussion

6.5.1 Amount of engagement
Contrary to my hypothesis, I saw no effect of gamification on amount of participant engagement. Instead, I found substantial evidence that engagement with each task variant was equal, indicating that the gamification I employed was not capable of motivating participants to test for longer.

To the best of my knowledge, only three studies have directly assessed the effect of gamification on amount of engagement with a cognitive task. These studies compared non-gamified cognitive training tasks against gamified counterparts, and, contrary to my findings, found that participants in the gamified conditions completed more voluntary trials [50,52,232]. Potential explanations for this disparity in findings are: firstly, the studies by Prins [50], Dörrrenbächer [52] and Boendermaker [232] were conducted on adolescents and children, who may be more attracted to video-game like tasks or more easily bored, thus enhancing the effect of gamification. Secondly, although participants in these studies chose to continue testing, choosing not to continue testing did not mean the participant could leave the session early, and this may have exaggerated the effect of gamification. Finally, these studies were all cognitive training studies, which made use of a game-shell to deliver their training (Step 4 gamification [198]), and this richer form of gamification may have been more motivating. Overall, it seems that further research is necessary to establish the contexts in which gamification can motivate additional engagement.
6.5.2 Financial Incentive
This experiment provided strong evidence for a large effect of reimbursement scheme on amount of engagement. This was in line with my hypothesis and was unsurprising given that financial incentive is known to be the most important factor in crowdsourced-worker’s motivation [237]. Participants in the pay-per-block cohort tested for, on average, six times longer than those in the flat-rate cohort.

In both cohorts, the distribution of amount of engagement was skewed (Figure 6.5). I acknowledge that better piloting of participant rewards might have increased the sensitivity of my measure and revealed an effect of gamification, potentially by offering a lower payment per block. However, Prolific enforces a minimum payment of £5 per hour for participant rewards and this study tested that limit. It is worth considering the possibility that the motivational effect of financial incentive might be so large that it masks any possible effect of gamification. If so, any effects of gamification on engagement would only be apparent when participant reward was very low.

One quarter of the pay-per-block cohort tested for the maximum amount of time in every task variant, despite being paid only 3p for the final block of the task. This is a strikingly low rate of pay. Possible explanations for this behaviour include: the gradual reduction in incentive may have made it difficult for participants to decide when to drop out. The heightened focus on extrinsic reward in crowdsourced-workers may have made it difficult for them to resist the offer of additional reward, regardless of how low it was. Finally, competition over study places on Prolific is quite fierce: perhaps participants saw risk in quitting before all possible payment was acquired because there was no guarantee of other available work. Regardless, this finding suggests that merely offering an incentive, regardless of how small, can be enough to increase the amount of engagement. However, there is growing evidence that good participant performance necessitates fair pay [238,239], and the ethics of paying participants less than the minimum wage must also be strongly considered [240,241].

6.5.3 Quality of engagement
Despite no evidence that gamification could increase amount of engagement, my data indicate a robust, yet small, positive effect of gamification on quality of engagement. Both the points and theme variants were rated as equally interesting, attention-grabbing and enjoyable, and both were rated as being more enjoyable and interesting than the non-game variant. The points variant was not rated more highly than the theme variant, as was found in Experiments 1 and 2. This may be because the within-subjects design allowed for comparison between the task variants. Previously I have speculated that the theme variant is disappointing when
considered alone, since “it looks like a game but doesn’t play like one”. When compared against the non-game variant however, it is not surprising to see it rated as more enjoyable and more interesting. Finding both types of gamification to improve quality of engagement is in line with the rest of the literature (Section 2.4.6).

I hoped the IMI would explain the ‘motivational mechanisms influencing participants’ quality of engagement, however it provides only a partial picture. In line with my hypothesis, the points variant provided a greater sense of competency than the other two variants. The scoring system inherent to the points variant provides constant feedback to the participant, and SDT suggests that feedback on performance helps to meet the competency need [134,151]. This explains the points variant’s quality of engagement score.

The theme variant provided the same quality of engagement as the points variant, but contrary to my hypothesis, this was not explained through participants’ greater sense of autonomy. It has been argued that graphical customisation, such as player avatars, are sufficient to promote autonomy [242,243], and giving the participant the ability to choose the graphical theme of the next level was intended to do just that. Nevertheless, despite best intentions, changing the task’s background-analytics did not change anything fundamental about the task itself and as such may have failed to provide meaningful autonomy.

Alternatively, the presence of extrinsic motivation (in the form of financial incentive) may have blunted any differentiation of autonomy between the task variants [226] (i.e., participant’s autonomy was being driven by their choice to work for money, and not by their subjective experience of the task).

I hypothesised a positive relationship between amount and quality of engagement, but I found substantial evidence that there was no association between the two: at least on the Attention and Enjoyment subscales of the DBCI Engagement Scale. I did find evidence of a weak association between the Interest subscale and the amount of engagement, comparable in size to the association found in Experiment 2. I acknowledge that this is weak evidence, but the small correlation may be the result of the (unideal) bimodal distribution of amount of engagement. This association provides a glimmer of evidence that amount and quality of engagement are related, as theorised by my conceptualisation of engagement (2.5.1).

6.5.4 Cognitive Data
I found clear evidence that that SSRTs in the theme variant were ~40ms longer than in the non-game and points variants. Given the within-subjects design of this study, this indicates that the theme variant does cause response slowing. Given the increased visual complexity of
the theme variant compared to the other variants, one possibility is that this slowing happens on a perceptual level, rather than on a cognitive level. In contrast, I saw substantial evidence that SSRTs from the non-game and points variants were equal, corroborating the findings of Experiments 1 and 2: that points do not impact the cognitive data collected by a task.

SSRT estimates become more accurate as more blocks are completed, as it takes the staircases several blocks to converge to a 50% failed-inhibition rate. Given the low amount of engagement in the flat-rate cohort, the large effect of reimbursement scheme on SSRTs is almost certainly the result of overestimation during the SSRT calculation process.

I investigated the potential of coefficients of RT variation as a behavioural measure of engagement. My hypothesis was that more engaging task variants would result in lower RT variation. Just as in Experiment 2, my data show the theme variant to have the lowest coefficient of variation, and therefore the lowest amount of intra-individual variability: potentially indicating heightened participant engagement. However, this study’s within-subjects design reveals a flaw in the use of coefficients of RT variation for quantifying engagement. Table 6.3 shows that intra-individual standard deviations were very comparable between the task variants (~110ms), but that RTs in the theme variant were ~30ms longer. I posit the lowered coefficient of variation in the theme variant is an artefact of these slowed response times, rather than a result of increased focus. Other researchers have sought behavioural correlates of heightened engagement [49], but it appears that coefficients of RT variation are unsuitable.

6.5.5 Limitations
I acknowledge several limitations which affect the generalisability of these findings. Firstly, the bimodal distribution of amount of engagement likely reduced the sensitivity of my measure and weakened the power of my statistical tests. Secondly, the effect of financial incentive may be exaggerated in this online crowdsourcing population compared to the general population, as financial payoff is known to be the most important factor in why a user does crowdsourcing work [237]. Thirdly, the gamification I used was superficial. Both gamified tasks were presented as a game, but the fundamental nature of the task were no different to the non-game control. This likely limited any potential effect of gamification.

6.6 Chapter Summary
This chapter described Experiment 3, which investigated the effects of gamification and financial incentive on amount of engagement. I used a mixed design, with two cohorts of participants completing all three task variants (non-game, points, theme) over a five-day
period. I measured amount of engagement using *ad-libitum* test time. Each test session was of variable duration, with the SST being paused every two minutes to ask participants if they wished to continue testing. To investigate the effect of financial incentive, the two cohorts used different reimbursement schemes: one cohort received payment of £1.25 for completing each session regardless of time spent, while the other was incentivised to complete each block in exchange for a linearly decreasing financial reward. I also measured quality of engagement using the DBCI Engagement scale, and intrinsic motivation using the IMI.

Contrary to my hypothesis, I saw no evidence that gamification could increase amount of engagement. Instead, I found strong evidence that amount of engagement was equal between the three task variants, regardless of reimbursement scheme. There was a large effect of financial incentive, with participants in the flat rate cohort typically completing the minimum amount of testing possible. The results of this study indicate that financial incentive has a much larger effect than gamification on amount of engagement. The DBCI Engagement Scale indicated medium effects of task variant on participant quality of engagement, with the points and theme variants being rated as more interesting and more enjoyable than the non-game variant.

Overall, the findings of this study indicate that introducing points to a SST does not impact the cognitive data collected, and improves quality of engagement. Introducing graphical theme is detrimental to cognitive measures, but similarly improves participant experience. Neither gamified task variant had any impact on the amount of time which participants chose to test for, but incremental financial incentive appears to be an effective way of maintaining engagement. In the next and final chapter, I synthesise my findings from Experiments 1, 2 and 3, assessing my results in the context of the wider literature.
Chapter 7: General Discussion

7.1 Chapter Aims
This thesis describes three years of research into the suitability of gamification as a tool for increasing engagement with gamified cognitive tasks. I have conducted a systematic review of the field, developed my own online platform for deploying gamified cognitive tests, and conducted three experiments into the effects of gamification on participant engagement and cognitive measures. This chapter synthesises the evidence I have collected and reflects on my findings in the context of the wider literature. It has three aims, namely to:

1. Consolidate my findings to answer and contextualise the central question of my thesis: Is gamification a suitable tool for increasing participant engagement with cognitive tests?
2. Address the limitations of my research
3. Discuss the challenges remaining in the field and suggest directions for future research

7.1.1 Is gamification a suitable tool for increasing participant engagement with cognitive tests?

7.1.2 Does the gamification of a cognitive test affect the data collected?
Evidence from my systematic review (Section 2.4.6) indicates it is possible to design gamified tests that collect valid cognitive measures [45,47,97,100,103,139]. Similarly, Bayesian t-tests from Experiments 1, 2 and 3 provide substantial evidence that introducing points to a test does not affect RT, accuracy, or even compound measures such as stop signal reaction time (SSRT). The within-subjects design of Experiment 3 provides particularly strong evidence for this, with equality of SSRTs between the non-game and points variants.

That said, a handful of studies in my review suggested a negative impact of gamification on cognitive data. Some found that their gamified output measures correlated with more cognitive measures than intended, indicating they weren’t indexing a single cognitive function [51,89]. Others saw lengthened RTs [49] or reduced training effect [101]. My studies consistently showed deleterious effects of themed graphics on cognitive measures. In Experiment 1 the theme variant caused large increases in RT and reductions in no-go accuracy. In retrospect this isn’t surprising given the complexity of the stimuli, but despite simplifying and colour matching stimuli between the non-game and theme variants in Experiments 2 and 3, the theme variant still caused longer SSRTs. Overall, my data suggest that themed graphics cause response slowing and lower response accuracy, and I would caution against the use of graphics in cognitive tests sensitive to RT or where response accuracy is of importance.
There is evidence that poor participant motivation can negatively affect data quality [21–23]. It has been suggested that the motivational effect of gamification might reverse this [47]: improving participant performance by reducing within-subject variability, increasing accuracy and speeding response times. Neither my systematic review nor my empirical research found evidence to support this idea, although some other studies have indicated that points can increase participant performance on tasks such as image tagging [154], working memory training [32] and maths tests [230]. It is debatable whether psychological researchers should even want gamification to improve performance. On one hand, increasing motivation and improving performance might allow a truer measure of an individual’s maximum cognitive capability. On the other hand, improved performance might result in a measure that does not reflect the daily cognitive functioning of that individual, threatening test validity and undermining diagnostic potential [93].

In summary, my findings indicate it is possible to carefully introduce game elements (i.e., points) to a cognitive test without having a measurable impact on the data collected. However, certain game design elements (i.e., graphics) may introduce additional cognitive load and negatively impact the test’s functioning.

### 7.1.3 Does the gamification of a cognitive test affect participants’ quality of engagement?

Studies in my review unanimously asserted that gamification was effective for increasing participants’ quality of engagement (Section 2.4.6). My findings were not so clear cut, with points and theme having different effects on quality of engagement, and inconsistent participant ratings of theme.

In Experiments 1 and 2, the points variant provided the highest quality of engagement of the three task variants. In Experiment 3, the points variant was rated as being more enjoyable and interesting than the non-game variant, but equal to the theme variant. In all studies, while there was consistent evidence for a difference in participant ratings between the non-game and the points variants, this difference was not very large (typically ~5%). The small size of this effect was reinforced by Experiment 3 where participants could compare their experiences across the three task variants, and yet the difference in scores remained modest. Overall, my evidence suggests a robust, yet small, positive effect of points on quality of engagement.

In Experiment 3 I used the Intrinsic Motivation Inventory to explore the motivational mechanisms behind participants’ quality of engagement. I found strong evidence that the competency need was being met by the points variant and consider it likely that the
satisfaction of this psychological need is causally connected to the heightened quality of engagement it provided. While intuitive, it is important to note that points do not *always* induce intrinsic motivation, for example, Mekler and colleagues have conducted studies where points neither harmed nor fostered intrinsic motivation [154,212]. It has been suggested that the same game element might induce intrinsic or extrinsic motivation (or no motivation) depending on the context and the individual [38,226,227].

The effect of theme on quality of engagement was variable. Experiment 1 saw the theme variant rated second to points, with no evidence it was any more engaging than the non-game variant. In Experiment 2, a similar theme was rated as less engaging than the non-game variant. In Experiment 3, the points and theme variants were rated as being equally interesting, attention grabbing and enjoyable; and both more interesting and enjoyable than the non-game variant.

The attraction of narrative framing and graphics is more subjective than points [244], and it’s possible the themes used were unappealing to some participants. Adverse effects of gamification on quality of engagement have been found before, potentially as a result of expectation violation i.e., disappointment that the task isn’t as fun as it looks [225] (Section 5.5.1). It is also possible that participants found the theme variants more difficult: they took longer to respond to stimuli but the response windows were no longer than in the non-game or points variants. A perceived increase in difficulty may have lowered participants’ quality of engagement.

In Experiment 3, the IMI did not explain the motivational effects of the theme variant. My hypothesis was that allowing participants a choice of ‘destination’ would create a sense of autonomy [242]. It has also been argued that stories are important for task meaningfulness [37,136]. They allow participants to see their own actions within a context, thus giving them an illusion of meaningfulness and autonomy. However, the IMI indicated that the theme variant did not provide any more autonomy (or competency) than the points or non-game variants. Experiment 3 showed the theme variant to provide quality of engagement equal to the points variant, despite not satisfying autonomy or competency. This suggests that when the theme variant improves quality of engagement, it does so via a mechanism not captured by the IMI.

In summary, my data suggest that adding points to a cognitive test helps to satisfy participants’ competency needs and raises their quality of engagement, though the effect is limited. Themed graphics and narrative may also improve quality of engagement, though further research is needed to establish both this and the motivational mechanisms of action. In
general, it seems that gamification has the potential to improve quality of engagement, but more research is needed to understand how we might increase the size of this effect.

7.1.4 Does the gamification of a cognitive test affect participants’ amount of engagement?
The effects of gamification on amount of engagement with cognitive tests are decidedly under-researched. To the best of my knowledge, three studies have directly looked at this topic (technically these were all cognitive training tasks rather than tests) [50,52,232]. All found evidence in gamification’s favour, but they targeted children and used different measures of engagement to my own (see Section 6.5.1 for more details). This raises questions about the generalisability of their findings to a less specific population.

On the basis of my empirical results, the answer to the above question is no. Experiments 2 and 3 measured amount of engagement in two different ways (over days and over minutes), and my data clearly indicate that neither points nor theme have any effect on participants’ amount of engagement with a cognitive test. Despite some evidence that quality and amount of engagement are weakly associated, the small effects of gamification on quality of engagement did not translate into increased amount of engagement.

7.1.5 Synthesising the findings
Contrary to my expectations, the combined evidence leads me to conclude that gamification is not a suitable tool for increasing engagement with cognitive tests. It is possible to gamify a task using points while not invalidating cognitive measures, but the effect on quality of engagement is small, and there is no impact on amount of engagement. Themed graphics have a less reliable effect on quality of engagement and there is strong evidence they cause response slowing. Again, there is no effect on amount of engagement.

When this project began, gamification was heralded as a solution to all engagement problems [87]. The idea that including game-like elements in a boring task might make it more enjoyable was intuitive, and the application of gamification should have been easy. But gamification research has matured over the last few years [245], and reviews from the wider health sciences literature have struggled to show clear evidence of effectiveness.

Brown and colleagues reviewed the impact of gamification on adherence to online mental health interventions [42]. They found that while gamification had been widely applied in this context, there were no studies explicitly assessing the effect of gamification on adherence. Comparing between studies, they saw no evidence that adherence was higher in studies using gamification compared to those that did not, nor was there any relationship between the
number of game design elements included and adherence. Johnson and colleagues’ [246] review of gamification for health and wellbeing interventions concluded that gamification could have a positive impact, but they found the evidence to be of moderate to low quality. Only 59% of studies in their review reported positive findings [247], with the rest reporting mixed or null effects. Ambiguous effects were particularly common in interventions designed to address cognition. They concluded that better study designs were needed to isolate the impact of gamification on interventions, and that the state of evidence was such that “little can be said conclusively”. Sardi and colleagues’ [71] similar review of gamification in e-health found a shortage of empirical evidence: with only half the papers that met their inclusion criteria providing any evidence whatsoever. Again, they found positive reports of gamification’s effectiveness, but only with respect to short-term engagement driven by real-world extrinsic rewards. Taken together, these reviews suggest that evidence is rare in favour of gamification’s effectiveness in the health sciences.

It has gradually become apparent that successful gamification is more difficult to deliver than was assumed several years ago, and I consider my negative conclusions to fit with the current state of the field. That said, I do not expect that gamification will never be a suitable tool for increasing engagement with cognitive tasks, rather that more research is needed.

### 7.2 Limitations

#### 7.2.1 Paid crowdsourced samples for engagement research

Most participants I studied were drawn from two online pools of crowdsourced workers: MTurk and Prolific. The results of Experiment 1, where I compared a laboratory group against an MTurk group (Section 3.5.1), indicated that online samples could provide comparable results to laboratory samples. This is supported by the literature, which also highlights how the demographics of crowdsourced samples better reflect the general population than typical undergraduate lab samples [206,248,249].

However, members of these online samples are unusual. They have chosen to sign up to a crowdsourcing website to complete surveys, microtasks and research studies in exchange for money. On Prolific, participants can select which studies they wish to take part in on the basis of reward, task length and task content. Participants in these online samples enter the study with their own goals in mind, whether they be financial or prosocial [237,250]. These factors serve to set crowdsourced online samples apart from the general population and potentially limit the generalisability of my findings. But with respect to my research, crowdsourced workers are a valid population to study. The popularity of online health research continues to
grow, meaning many research findings are based on these unusual populations. Accordingly, we need to study both their representativeness and methods of engaging them.

I was surprised to find little effect of gamification on amount of engagement in my studies. However, it is possible that crowdsourced workers are a population unsuited to engagement research, for two reasons. Firstly, previous research has shown that financial recompense is the primary motivator for crowdsourced workers [237,251], and job listings on both MTurk and Prolific are heavily focussed on hourly rate of pay. A typical worker comes to these sites looking to make money; and the purpose or subjective experience of the task is of secondary importance. This would explain gamification’s small effect on engagement: participants’ motivation was already saturated by financial reward alone. Secondly, as I’ve mentioned several times, there is substantial evidence that engagement-contingent extrinsic rewards (as were used in my studies) undermine intrinsic motivation [226], thereby hindering gamification’s theorised mechanism of action. As such, I acknowledge that paid crowdsourcing work-marketplaces such as MTurk and Prolific may be unideal for studying the effects of gamification on engagement.

A workaround would be to use unpaid crowdsourcing (such as the Great Brain Experiment did: www.thegreatbrainexperiment.com) to study engagement, thus avoiding confounding due to financial incentives. A recent review has suggested that gamification is very effective in this environment: increasing quantity and quality of work [252]. The use of narrative to imbue tasks with meaning may also improve quality of work in this context [250,253]. Also, recent evidence indicates that intrinsic motivation can rebound once extrinsic rewards are removed [254,255]. This suggests that financial incentive could be used to acquire an initial sample, but rewards could be gradually phased out, leaving any underlying intrinsic motivation remaining for study. However, if a researcher hopes to maintain a meaningful sample size for a long period of time without constant financial reward, they’re under more pressure to develop high quality and intrinsically motivating gamification.

7.2.2 Superficial gamification
The gamification I employed in my experiments was relatively superficial (Appendix J - pg146). Though the gamified task variants appeared gamelike, they did not change the fundamental nature of the task. I decided to use this superficial level of gamification for three reasons. Firstly, this level of gamification is common in the health sciences, with many gamified interventions or tasks using only one game element [42], and there is some evidence that superficial gamification can be effective [256–258]. Secondly, I was concerned about
invalidating cognitive measures. My systematic review provided some examples of misjudged gamification worsening participant performance [49,89,101], and so I kept my gamified task variants as close to their non-game counterparts as possible to preserve comparability of data. Thirdly, to understand the effects of game design elements on motivation and cognition, I needed to investigate them individually even though a single game design element cannot provide a rich experience. I acknowledge that the restricted level of gamification I employed may have limited any potential effects on engagement.

In the wider world, the most successful examples of gamification make use of rich narrative content, high fidelity graphics and a complementary blend of game design elements: e.g., Zombies Run (zombiesrungame.com), Pokemon Go (www.pokemongo.com), Foldit (fold.it) etc. Furthermore, the ‘golden rule of games design’ is to personalise your gamification to your intended audience [221], and to work with them when designing your games [64,66,259]. My intended audience was crowdsourced workers, a very disparate group, and I did not conduct user centred design nor include them in a co-creation process. I acknowledge that this lack of user-led approach may have resulted in gamified task variants which did not appeal to my target audience, limiting any potential effects of gamification on engagement.

7.2.3 Questionnaire measures of engagement
I designed the questionnaire of quality of engagement used in Experiments 1 and 2 based on items used by Hawkins and colleagues and Miranda and Palmer [47,49]. Ad-hoc questionnaire creation is common in the field (Section 2.4.5). Nevertheless, I acknowledge that had I used a more established measure of quality of engagement, such as the Player Experience Needs Satisfaction scale (PENS) [260] (see 7.3.2), my measure might have been more sensitive to differences in subjective experience between the task variants.

In Experiment 3 I switched to the DBCI Engagement scale. Primarily because it was constructed with more rigour than my own measure, but also to contribute evidence towards its validation. However, I acknowledge that this limits the comparability of quality of engagement scores between my three studies.

7.3 Challenges and Future Work

7.3.1 Building a better foundation for gamification research
I suggest that the future of gamification research will involve two parallel streams of study: the identification of the salient features of game design elements and the study of their effects, and the gradual construction of a game design element taxonomy.
Game design elements are subjective and difficult to describe precisely [38]. Attempts have been made at categorising game design elements, design patterns, models of play, etc, into frameworks of gamification [62,261,262] (for a review see [263]). However, these frameworks have failed because the terms they use are often ambiguous and implementation details are vague [38,264], making them difficult to validate empirically. This arises because we do not have a good empirical or theoretical understanding of the salient features (or ‘active ingredients’) of game design elements, and accordingly we cannot precisely describe them.

My research approach was to study game design elements individually: investigating their effects on motivation and task performance: but it did not go deep enough. We need even lower level, granular research to unpick what aspects of a game design element influence its effects [227]. What is it about points (for example) that improves quality of engagement: is it the provision of constant feedback? The thrill of beating your high score? The sense of reward? Or simply the ‘juicy’ way in which they are presented [221]? I posit that abstract game design elements, such as points, are actually combinations of even lower level game design elements, together describing the precise implementation of the higher-level game element.

As these ‘atomic’ game design elements are specified, we should categorise them in a taxonomy. An evidence-based example of which comes from the field of behaviour change [265]. The Behaviour Change Technique Taxonomy was constructed using the Delphi method [266] in combination with empirical evidence, and represents an expert consensus opinion on the 93 techniques used in behaviour change interventions. Widespread usage has been facilitated through online training courses (www.bct-taxonomy.com), and the taxonomy can be updated to reflect changes in evidence and theory. The formation of such a taxonomy would provide a consistent terminology with which to describe game design elements, facilitating the comparison of gamified tasks, easing replications, allowing us to estimate the generalisability of our findings and highlighting gaps in the literature in need of further research.

7.3.2 Improving measures of engagement
In Section 2.5.1 I defined engagement as a multidimensional construct, of which two dimensions were quality and amount of engagement. This definition was based on a review by Perski and colleagues [150]. However, the definition and conceptualisation of engagement is still intensely debated [149], and struggles seem particularly focussed on quantifying participant’s subjective experience [267]. A wide variety of questionnaires have been used to examine participants’ quality of engagement with cognitive tasks (Section 2.4.5), and several
studies (including my own) used ad-hoc questionnaires. There is also a proliferation of ‘developed’ questionnaires designed to measure similar concepts: the Intrinsic Motivation Inventory [235], the Gaming Motivation Scale [268], the Technology Acceptance Model [269], the User Engagement Scale [270], the Dispositional Flow Scale [129], the Gaming Engagement Questionnaire [267], the Immersive Experience Questionnaire [271], the Player Experience Needs Satisfaction Questionnaire (PENS) [260], and so on. It may be that one of these questionnaires is the best tool for capturing post-hoc subjective experience of an activity, but their sheer number means any evidence of validity is spread thin and limits the comparability of studies [272]. Furthermore, the use of proprietary questionnaires (such as the PENS and Dispositional Flow Scale) prevents sharing and openness of measures, thus limiting the evidence that can be accumulated for (or against) their validity. Future researchers should seek to establish a questionnaire measure of subjective experience as a gold standard in the field, as this will enormously increase comparability of studies.

Experiments 2 and 3 provided only weak evidence of an association between quality and amount of engagement. The bimodal distribution of amount of engagement recorded in Experiment 3 may have weakened the association between quality and amount of engagement, but Experiment 2 had no distributional problems and still showed only weak evidence for an association. However, it is possible that both of my measures of amount of engagement were too crude and thus insensitive to the effects of gamification. On large commercial websites (such as Facebook, or Amazon), vast amounts of user interaction data are aggregated and analysed to understand how and why users engage with the site. Tools such as Google Analytics and Amplitude allow for exploration of these rich datasets and presumably, given the success of Google and Facebook, they provide considerable insight into user engagement. To the best of my knowledge, ‘analytics’ has only made small inroads into academic engagement research [148,273], potentially because academics often do not have access to the large userbase required. Future researchers should consider embedding analytics tools into their studies of gamification to provide a more sensitive measures of, and insight into, user engagement.

Finally, though I’ve conceptualised engagement as quality and amount of engagement, my investigations into coefficients of RT variation and loss-of-focus events in Experiments 2 and 3 touched on a third dimension of engagement: immersion. This facet of engagement reflects a user becoming absorbed in a task and losing awareness of the outside world [271]. There are several promising paradigms for measuring immersion, such task switching [271], dual tasking
[274,275], and eye tracking [276]. Future researchers should not neglect the value of these objective measures for triangulating evidence on engagement.

7.3.3 Cognitive Taskification
In every gamified application there is a tension between gamification and functionality. These design limitations are particularly pertinent for gamified cognitive tests, where the smallest adjustment can cause substantial changes in outcome measures. In the theme variant of my stop-signal task I carefully implemented superficial gamification and yet saw detrimental effects on cognitive data which affected the validity of the test. Furthermore, it is unclear whether we will ever develop a strong enough understanding of gamification that we will be able to increase the amount of engagement with a cognitive test without invalidating the task.

Throughout my thesis, I have taken a bottom-up research approach: Adding game elements to existing cognitive tasks to make them more appealing. Future researchers might consider the reverse approach: taking an existing game and building cognitive measures into the backend, thus transforming it into a cognitive assessment. Hugely popular video games such as Overwatch, League of Legends, Minecraft and Hearthstone collect vast amounts of interaction data from their players, in a range of situations. League of Legends, for example, involves rapid decision making, fast responses to stimuli, acting on hidden information, remembering the 2D positions of hidden objects, and more. Many of these gameplay features have obvious cognitive-measure counterparts. Given the vast amount of game-data, machine learning might prove a useful tool: extracting counterparts to existing cognitive measures and providing insight into possible new measures. Using existing games for cognitive assessment in this way circumnavigates the need for scientists to develop their own games from scratch (which is both risky and expensive) and may allow the large-scale collection of population norms. But most importantly, it may provide psychologists with a genuinely engaging cognitive test.

7.4 Conclusion
This thesis describes three years of research into the suitability of gamification for increasing participant engagement with cognitive tests. Combining evidence across a systematic review and three experimental studies, I conclude that gamification, as it currently stands, is not the silver bullet for engagement that it was hoped to be.

Experiments 1,2 and 3 demonstrated that it was possible to use points to gamify a cognitive test without impacting the cognitive data collected. Points had a robust, yet modest, effect on participants’ quality of engagement: facilitated by the satisfaction of their competency need. In contrast, the introduction of themed graphics and narrative to a cognitive test had
deleterious effects on cognitive data and mixed effects on participants’ quality of engagement. Crucially, Experiments 2 and 3 suggest that gamification does not increase participants’ amount of engagement.

Within the wider field of health sciences my findings are not out of place, with recent reviews finding unclear effects of gamification on engagement. At the beginning of this project I regarded such unclear findings with optimism. Now, having conducted several studies in the field, I can appreciate why researchers have struggled to utilise gamification in the health sciences. The limitations of my work are reflected in the field: rich gamification is difficult to implement without undermining the task’s purpose, measures of engagement are not capturing the full picture, and accessing unconfounded research samples is an ever-present challenge.

Nevertheless, I believe that gamification will continue to improve in quality as both a tool and a field of research. Evidence from outside the health sciences, where gamification can be applied more liberally, is much more positive. Looyestyn and colleagues found clear evidence of positive effects on engagement with online education programmes [43], and Hamari and colleagues have found that gamification can increase motivation in a range of areas including work, innovation and education [39]. Much more research is required: we need a taxonomy of atomic game design elements to guide construction of an evidence base, and we have little understanding of what game design elements have what effects, in which contexts, with whom. But research methodologies are improving, gamification conferences are growing, and empirical evidence is beginning to accrue. We might yet see the day when gamification facilitates long term engagement with a cognitive monitoring program.
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Appendices

**Appendix A**

*Reasons for using gamification in cognitive training and testing*

<table>
<thead>
<tr>
<th>Reason</th>
<th>Game</th>
</tr>
</thead>
<tbody>
<tr>
<td>To increase suitability for target age</td>
<td>Eldergames, Smart Harmony, Groundskeeper, Whack-a-mole, Wii Tests, Tap the Hedgehog, TENI</td>
</tr>
<tr>
<td>To reduce participant dropout</td>
<td>Xcog, Cogoland, BAM-COG, ABMT App, The Great Brain Experiment, WMTrainer, Card-Pairing</td>
</tr>
<tr>
<td>To increase suitability for target disorder</td>
<td>Megabot, Supermecha, Braingame Brian, Retirement Party,</td>
</tr>
<tr>
<td>To increase ecological validity</td>
<td>Playmancer, Kitchen and Cooking, VAP-M, Neuroracer, MACBETH,</td>
</tr>
<tr>
<td>To increase short term engagement</td>
<td>Shapebuilder, Space Code, Space Matrix</td>
</tr>
<tr>
<td>To investigate the effects of game-like tasks</td>
<td>Ghost Trap, EM-Ants, Visual Search, Watermons</td>
</tr>
</tbody>
</table>

**Appendix B**

*Games categorised by the age group they were aimed at*

<table>
<thead>
<tr>
<th>Age Group Targeted</th>
<th>Game</th>
</tr>
</thead>
<tbody>
<tr>
<td>All ages</td>
<td>EM-ANTS, Ghost-Trap, MACBETH, Playmancer, Shapebuilder, Space Code, Space Matrix, The Great Brain Experiment, Visual Search, Xcog</td>
</tr>
<tr>
<td>Children</td>
<td>Braingame Brian, WMTrainer, Groundskeeper, Megabot, Supermecha, Tap, TENI, Watermons, Cogoland</td>
</tr>
<tr>
<td>Adults</td>
<td>ABMTApp, Retirement Party</td>
</tr>
<tr>
<td>The Elderly</td>
<td>BAM-COG, Eldergames, Neuroracer, Wii Tests, Kitchen and Cooking, VAP-M Whack-a-mole, Smart Harmony, Card-Pairing</td>
</tr>
</tbody>
</table>

**Appendix C**

*Games listed by category: testing or training*

<table>
<thead>
<tr>
<th>Category</th>
<th>Game</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training</td>
<td>Supermecha, Megabot, Braingame Brian, Cogoland, Xcog, Smart Harmony, ABMTApp, WMTrainer, MACBETH, Playmancer, Neuroracer, Card-Pairing, Watermons</td>
</tr>
<tr>
<td>Both</td>
<td>Kitchen and Cooking</td>
</tr>
</tbody>
</table>
Appendix D
Instructions for the non-game variant in the GNG task

Go-NoGo Task:

PLEASE READ THESE INSTRUCTIONS CAREFULLY

When a ‘+’ appears, watch closely
If a green object appears, press the spacebar as quickly as you can
If a red object appears, you must NOT respond
(Simply wait for the next trial to begin)

Responding fast to green objects is
just as important as not responding to red objects

PRESS SPACEBAR TO CONTINUE

The task consists of 5 blocks
There will be a break between each block
The whole task will take less than 10 minutes

PRESS SPACEBAR TO START THE TASK

Appendix E
Instructions for the points variant in the GNG task

The Stopping Game!

PLEASE READ THESE INSTRUCTIONS CAREFULLY

When a ‘+’ appears, watch closely
If a green object appears, press the spacebar as quickly as you can
BUT
If a red object appears, you must NOT respond
(Simply wait for the next round to begin)

Responding fast to green objects is
just as important as not responding to red objects

PRESS SPACEBAR TO CONTINUE

The game contains 5 levels
There will be a short break between each level

Can you control your own actions?

The faster you respond, the more points you get
5 correct responses in a row = 2x score multiplier
But ONE mistake, and your bonus is lost!

Maximize your score!

PRESS SPACEBAR TO START THE GAME

Appendix F
Instructions for the theme variant in the GNG task

LISTEN CAREFULLY SHERIFF

A bunch of nasty types have holed up in the saloon,
They’ve been causing trouble all over town,
this is our best chance to take ‘em out!

Get over to the saloon, and keep an eye on the doorway...

If one of those goons appears, make sure you draw and shoot before they do!
but Sheriff, don’t shoot the civilians or you’ll have innocent blood on your hands.

PRESS SPACEBAR TO CONTINUE

LISTEN CAREFUL-LIKE

When a ‘+’ appears, keep an eye on that doorway
If a bandit shows his face, press the spacebar to shoot as quickly as you can
BUT
If a civilian appears, don’t shoot!
(Simply wait for the next trial to begin)

Being quick on the draw is
just as important as not shooting innocents

PRESS SPACEBAR TO START THE GAME
Appendix G

Experiment 1: Do reaction times get longer as the test goes on? Does this effect differ between task variants?
I calculated standardised Go RTs for based on the participants’ mean RT and standard deviation of RT. I calculated mean standardised RTs for each sub-block combined over sites (12 trials per sub-block, 300 trials total).

A two-way ANOVA of standardised Go RT indicated strong evidence of a large effect of sub-block number ($F_{24,75}=14.547, p<.001, \eta^2=.82$), but not of task variant or an interaction ($ps>.057$). I used linear regression to assess the relationship between sub-block number and standardised Go RT in each task variant, and found strong evidence for a medium association in each case (non-game: $r^2=.44, F_{1,48}=37.742, p<.001$; points: $r^2=.28, F_{1,48}=18.752, p<.001$; theme: $r^2=.58, F_{1,48}=65.578, p<.001$). I scatterplotted the data and regression lines (Appendix G Figure 1).

![Appendix G, Figure 1: Standardised Go RT plotted against sub-block number, showing a downward trend as the experiment progresses. Shown separately by task variant.](image)
## Appendix H

Results of Mann-Whitney u tests to confirm ANOVA findings on Go-trial accuracy

<table>
<thead>
<tr>
<th>Variable</th>
<th>Task Variant (N)</th>
<th>Task Variant (N)</th>
<th>U</th>
<th>Z-score</th>
<th>p</th>
<th>r</th>
</tr>
</thead>
<tbody>
<tr>
<td>Go Accuracy</td>
<td>Theme (93)</td>
<td>Points (99)</td>
<td>648.0</td>
<td>10.27</td>
<td>&lt;.001</td>
<td>.74</td>
</tr>
<tr>
<td>Go Accuracy</td>
<td>Theme (93)</td>
<td>Non-game (95)</td>
<td>892.5</td>
<td>9.45</td>
<td>&lt;.001</td>
<td>.69</td>
</tr>
<tr>
<td>Go Accuracy</td>
<td>Points (99)</td>
<td>Non-game (95)</td>
<td>4277.5</td>
<td>1.09</td>
<td>.275</td>
<td>.08</td>
</tr>
<tr>
<td>No-Go Accuracy</td>
<td>Theme (93)</td>
<td>Points (99)</td>
<td>169.5</td>
<td>11.52</td>
<td>&lt;.001</td>
<td>.83</td>
</tr>
<tr>
<td>No-Go Accuracy</td>
<td>Theme (93)</td>
<td>Non-game (95)</td>
<td>219.0</td>
<td>11.25</td>
<td>&lt;.001</td>
<td>.82</td>
</tr>
<tr>
<td>No-Go Accuracy</td>
<td>Points (99)</td>
<td>Non-game (95)</td>
<td>4544.0</td>
<td>0.40</td>
<td>.689</td>
<td>.03</td>
</tr>
</tbody>
</table>
Appendix I

Experiment 1: Does No-Go accuracy get lower as the test goes on? Does this effect differ between task variants?

I calculated mean No-Go accuracy in each sub-block (3 No-Go trials in each), across the task variants. A two-way ANOVA of No-Go accuracy showed clear evidence of a large effect of sub-block number ($F_{24,75}=3.807, p<.001, \eta^2=.55$) and task variant ($F_{2,75}=1463.407, p<.001, \eta^2=.975$). There was no evidence for an interaction ($p=.071$). I used linear regression to investigate the relationship between sub-block number and No-Go accuracy in task variant and found strong evidence for a relationship in each case (non-game: $r^2=.16, F_{1,48}=9.361, p=.004$; points: $r^2=.25, F_{1,48}=16.175, p<.001$; theme: $r^2=.33, F_{1,48}=23.473, p<.001$). I scatterplotted the data and regression lines (Appendix I Figure 1).

Appendix I Figure 1: Mean sub-block No-Go accuracy plotted against sub-block number. Shown separately by task variant.
Appendix J

Gamified stop-signal task design decisions

Experiments 2 and 3 both used gamified stop signal tasks (for details of the stop-signal task (SST) see Section 5.3.3). This appendix provides further detail on the game design elements used, and on the design decisions that led to their implementation. In Experiments 2 and 3, as in Experiment 1, I investigated two game design elements: points and theme, and I had five goals when designing these variants:

1. Implement gamification as richly as possible, while not straying from the game design element under investigation
2. Implement gamification which makes the task appear like a game
3. Implement gamification aligned with the task’s goals
4. Implement gamification which minimises potential negative effects on cognitive data
5. Implement gamification to encourage an increased amount of engagement

Points Variant

For a demo of the points task variant of the SST see: goo.gl/UmLgVc, a shorted URL which links to mindgamesmkii.firebaseapp.com/task.html?prolific_pid=1873ae62fe8e72e9f868d720

1. **Implement gamification as richly as possible, while not straying from the game design element under investigation**

In Experiments 1, 2 and 3 my intention was to investigate the effects of individual game design elements, however the subjective nature of the term ‘game design element’ makes this difficult. What does it mean to test the effect of points individually? Can I include gamelike framing? What about a highscore mechanism? Does the aesthetically-pleasing display of a participant’s score constitute a separate game design element to the points themselves? As discussed in Section 7.3.1, we do not have precise definitions of game design elements and so I had to decide on the answers to these questions myself.

I decided that shoehorning the most basic implementation of points into an otherwise completely non-gamified task would not be a meaningful test of gamification. Instead, I tried to maintain a balance between implementing only one game design element and supporting its implementation in such a way that it could be effective at creating intrinsic motivation.

Theoretically, I thought that points would provide intrinsic motivation by meeting self-determination theory’s (SDT’s) competency need [154]. I therefore made design decisions that would promote competency while avoiding the introduction of other motivating factors (such as autonomy or relatedness).

In addition to providing constant feedback on participant performance (the most basic form of points), my points task variant contained the following motivational features:
1. Gamelike framing in the menu screens and instructions (Appendix J Figure 1)
2. A display of current score, a display of the participant’s current high score (Appendix J Figure 2C)
3. ‘Juicy’ animations when bonuses were earned or lost (see demo) [221]
4. A leaderboard of the participant’s score over past sessions (Experiment 2 only) (Appendix J Figure 2D)
5. A comparison of the participant’s current high score against their score from the previous block (Experiment 3 only) (Appendix J Figure 3)

2. Implement gamification to make the task appear like a game
There is some evidence that simply telling participants the task is a game is enough to change their motivations towards it [277]. To avoid any ambiguity, I explicitly referred to the points task variant as a game, and used gameful language throughout (e.g. play, player, score, rules). I retitled the main menu as “Stopmaster”, with a subtitle inviting participants to enter a self-competitive frame of mind (Appendix J Figure 1). The instructions were not overly gamified, but I used casual language, bright colours and exclamation marks to reinforce the lighthearted tone.

3. Implement gamification aligned with the task’s goals
The scoring system used in the points variant of the SST was very similar to that used in Experiment 1, which in turn was based on that used by Miranda and colleagues [49]. The scoring system also incorporates the findings of Guitart-Masip and colleagues [181] who found that subjects were much more successful in learning active (go) choices when rewarded for them, and passive choices (stop) when punished. Accordingly, participants only gained points on the non-stop-trials, and lost some of their Bonus when they failed to inhibit on a stop-trial. On each successful non-stop-trial the participant earned points equal to $Bonus \times 0.2 \times (800 - RT)$, and the number of points gained was displayed briefly in the inter-trial interval.
This *Bonus* was a multiplier (x2, x3, x4...), which increased by 1 every 3 trials but decreased by 3 when the participant failed a stop trial.

This scoring system rewarded participants in line with optimal performance on the task. The SST can produce its best estimate of inhibitory performance when the participant balances fast responding against inhibiting responses whenever possible. Likewise, a high score is attained in the points variant by balancing fast responding against inhibiting responses whenever possible.

4. **Implement gamification which minimises potential negative effects on cognitive data**

The results of Experiment 1 showed that the points variant had no negative impact on cognitive data. I considered it likely that the points variant’s visual similarity to the non-game variant played a role in the lack of effect, and accordingly maintained consistent stimuli between the points and non-game variants of the SST in Experiment 2 and 3.

The points variant added only three items to the task screen that were not present in the non-game variant: the participant’s current score, bonus and high score (Appendix J, Figure 3). The score was quite large on the screen to make it easier for participants to monitor their performance and to enhance the saliency of the primary game design element. The other two elements were designed to take up minimal screen space.

5. **Implement gamification to encourage an increased amount of engagement**

In Experiments 2 and 3 I used points to try and increase amount of engagement. Many gamified applications make use of leaderboards (comparing the user against other users) however I decided not to use this approach for two reasons: 1) leaderboards involve comparison to others, likely inducing motivation through SDT’s relatedness-need rather the competency-need which I considered to be the primary motivating factor of the points variant. 2) There is evidence that leaderboards are not always beneficial to participant performance or engagement, with some participants feeling left behind and dropping out, and others aiming to be average rather than striving for the top [155,278].

Instead, I facilitated engagement through self-comparison. The highest score the participant had obtained was displayed in the top right of the screen, as a remainder of a score they could strive for. In Experiment 2, participants could look back over every session they’d completed to compare their scores or seek improvement over time. In Experiment 3, after the participant elected to complete another block of the SST they were explicitly challenged to beat their high score (Appendix J Figure 3). In Experiment 3 I also tried to boost the amount of engagement by slightly increasing the number of points a participant would earn each round: not so much that the participant would automatically beat their high score each round, but enough that they
would be able to beat their high score quite easily after persisting with the SST for a few rounds. There is evidence that accelerating points gain can increase motivation [279].

Appendix J Figure 2 In-task screenshots of the SST variants and the associated history screens from Experiment 2. (A/B) non-game variant, (C/D) points variant, (E/F) theme variant.

Appendix J Figure 3 Screenshot of the post-continuation choice screen from the points variant of the SST, challenging the participant to beat their current highscore in the next round.
Theme Variant

For a demo of the theme task variant of the SST see: goo.gl/ksyacZ, a shorted URL which links to mindgamesmkii.firebaseapp.com/task.html?prolific_pid=7388c04576738aeb16944359

1. **Implement gamification as richly as possible, while not straying from the intended individual game design element under investigation**

The term ‘theme’ is commonly used in the gamification literature, but its precise meaning is ambiguous. I considered that the goal of a theme was to provide the participant with a narrative reason as to why they were performing the task, so as to foster a sense of autonomy. To this end, I used a combination of simple graphics and narrative framing to create a cohesive theme. I kept my implementation as simple as possible and consciously avoided complex animation or involved story, to ensure my task remained comparable to other themed cognitive tasks (i.e. [52,97,101]).

2. **Implement gamification to make the task appear like a game**

As with the points variant, I wanted my gamified theme variant to appear gamelike from the outset. Due to the coloured graphics on the main menu (Figure 5.1) this was easy to achieve, but nevertheless I supported the task’s graphics with narratively-framed instructions (Appendix J Figure 4). The participant was immediately placed in the role of Dr PackIt and the SST was explained from an in-game perspective. This was intended to promote immersion in the game-world, thus facilitating engagement.

3. **Implement gamification aligned with the task’s goals**

In the non-game SST the participant is told they must sort coloured circles to either side of the screen, and that they must occasionally withhold their response to the stop signal, but no reasoning is given for why they must perform this task. Gamification wraps the mechanism of the SST in metaphor, providing a narrative reason as to why the participant must perform
those actions. The narrative reason can be serious, whimsical or outright silly, but the participant is expected to suspend-disbelief and embrace the game-world [244].

In the theme variant, the game opened with a letter from ‘the president of the world’, imploring the participant’s aid in “sorting the world out”. A series of light-hearted instructions-screens explained that the world was a mess, and that the participant needed to travel to several global destinations, sorting blue and yellow objects into their respective piles (Appendix J Figure 2E), but not sorting those objects which the ‘scanner detected to be faulty’. This narrative framework is an obvious analogy for the actions required by the SST, but it is intuitive and provides a coherent in-game reason of the participant’s required actions. Malone described the aligning a gamified theme with the underlying mechanics of the task as ‘intrinsic fantasy’ [123], and posited that it is an effective way of increasing engagement.

4. Implement gamification which minimises potential negative effects on cognitive data

In Experiment 1, the theme variant showed large negative effects of gamification on RT and no-go accuracy. In retrospect I think this was due to the complexity of the cowboy stimuli, and the difficulty of distinguishing the go stimuli from the no-go stimuli: particularly because colour could not be used to help distinguish the two.

To correct for this in the SST I aimed to keep the theme-variant stimuli as similar as possible to those from the non-game and points variants. I used colour: yellow and blue, to distinguish the left and right stimuli in all three gamified task variants. Furthermore, though the stimuli in the theme variant changed with each location visited, the stimuli’s predominant colours were matched between the task variants and their shape was mostly round (Appendix J Figure 5).

Appendix J Figure 5 Selected stimuli from the theme variant. I aimed to minimise negative effects on the cognitive data by matching the colour and shape of themed-stimuli to the non-game and points stimuli.

In addition, though the location background-graphics were brightly coloured and complex, they became somewhat desaturated and darkened once the SST itself began.
5. **Implement gamification to encourage an increased amount of engagement**

As with the points variant, I intended the theme variant to increase amount of engagement. I attempted this in different ways in Experiments 2 and 3, due to the studies’ different timescales (over days and over minutes).

At the end of each session in Experiment 2 I presented the participant with a history screen showing a summary of their performance on previous sessions. In the theme variant this history screen took the form of a map showing their progress through various locations towards their final destination (Appendix J Figure 2F). The purpose of this map was to create an overarching goal which would encourage participants to complete all ten sessions [221]. The map icons hint at upcoming locations with the aim of creating perceptual curiosity and increasing intrinsic motivation [76,123]. Each session of the study featured a new location and a new graphical task-background (Appendix J Figure 7).

On loading each level the participant was shown a brief extract of ‘flavour text’ which contributed to the overall narrative arc of Dr PackIt sorting out the world (Appendix J Figure 6). I did not attempt to weave a complex or meaningful story so as not to step beyond the bounds of ‘theme’ as the single game design element under investigation. The flavour text was designed purely to maintain the gamelike atmosphere, and to narratively string the participant between the various sessions of the SST. The whimsical style of graphics and story was chosen to appeal to the broadest range of people. All game design elements were created by me and a contracted artist.

![Appendix J Figure 6, Screenshot of the flavour text displayed upon visiting Paris. The text is 'spoken' by the commander’s aide, Harper, who introduces each location and reminds the participant of the task’s instructions.](image)

The map screen was not used in Experiment 3 because participants played each task variant only once. Instead, I gave participants the chance to see multiple locations in a single test
session: choosing a new location and new task-background at the start of each block (Appendix J Figure 7). By allowing the participant to choose which location they visited, my intention was to provide a sense of autonomy, and accordingly, increase engagement. However, because the participant had control over the route they took through the available locations, I could not easily create a map of their progress. The theme variant in Experiment 3 therefore missed out on the potentially motivating effect of an overarching end goal.

Appendix J Figure 7, Screenshots of all ten task backgrounds in the theme variant. From top left to bottom right: Packville, Paris, The Alps, Hawaii, Moscow, Tokyo, Nepal, International Space Station, Morocco and London.
Appendix K

Experiment 2: Stop Signal Task: Staircase and Block Details
Further to the information provided in Chapter 5: Stop Signal Delay (SSD) was varied according to a four-staircase convergence algorithm, designed to sample evenly across the SSD/Inhibition-Probability space. Staircases 2 and 3 converged to a 50% failed inhibition rate, while staircases 1 and 4 sampled the limits of a participant’s inhibition (Appendix K, Table 1). On a step-up or step-down a staircase was adjusted by +/-50 ms respectively, and the step size changed to +/-25ms after two reversals of direction. The shortest possible SSD was 25ms and the longest possible was 750ms.

The task consisted of 5 blocks of 48 trials each. Each block contained 3 sub-blocks of 16 trials each, of which 12 were go trials and 4 were stop trials. The first sub-block of each session consisted entirely of Go trials, so in total each session contained 240 trials, of which 56 were stop trials. After 48 trials the block ended and the subject had to wait for 10 seconds before they automatically continued to the next block. To maintain response speed and to discourage strategy, the subject was prompted to go faster during this break. A dynamic speed-prompt was also displayed if the subject’s responses in one sub-block were on average 50 ms slower than those in the previous sub-block. Once five blocks had been completed, the task ended. This typically took ~10 minutes.

Appendix K Table 1 Stop signal delay staircase initial values. Due to staircases 1 and 4 tracking the lower and upper limits of inhibition respectively, they require a different number of failed/successful inhibitions to step up or down.

<table>
<thead>
<tr>
<th>Staircase number</th>
<th>Initial SSD</th>
<th>Failure rate goal</th>
<th>Number of failed trials in a row needed to step down</th>
<th>Number of successful trials in a row needed to step up</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>150ms</td>
<td>~30%</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>250ms</td>
<td>~50%</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>350ms</td>
<td>~50%</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>400ms</td>
<td>~70%</td>
<td>2</td>
<td>1</td>
</tr>
</tbody>
</table>
Appendix L

Experiment 2: All Participant Attrition Analysis

Appendix L Figure 1 shows the number of participants remaining in the study at each timepoint, including all participants who signed up. I used the Kaplan Meier method to estimate survival times, and a Log-Rank test showed no evidence of a difference between the distributions ($X^2_{2,482} = .816, p = .67$). I was also interested in whether gamification would affect the number of participants who decided to stay with the study after trying one initial session. Appendix L Figure 2 shows the percentage of participants that completed a session on the first four days, divided by task variant.

Appendix L Figure 1: Number of participants that took part each day over the ten-day period

Appendix L Figure 2: Percentage of participants that took part in the study each day over the first four days
Appendix M

Individual question scores from the assessment of quality of engagement. Mean scores calculated from questionnaires delivered on sessions 1 and 4, shown separately by task variant. Error bars represent 95% confidence intervals.
Appendix N

Planned Analyses from Experiment 2
The following analyses were planned as described in my preregistered study protocol: osf.io/ysaqe. These analyses assume a somewhat passing knowledge in the inner workings of the stop-signal task (SST). I recommend Band et al., and Logan’s User Guide [213,220] as great primers on the task.

FailedStop RTs are RTs on trials with a stop signal, but where the participant fails to inhibit their response. They are particularly important in the SST for defining the inhibition curve. According to the race model FailedStop RTs should always be short than the median GoRT, as they represent the ‘go process’ finishing quickly, before the ‘stop process’ has time to inhibit it.

Experiment 2: What is the effect of gamification secondary cognitive measures?
Go RTs and FailedStop RTs were summarised at a participant level using medians. I used numerical differentiation to calculate the gradient of the inhibition function at the point where the participant’s probability of inhibiting to a stop-signal was 50%.

To assess whether gamification affected the cognitive data collected by each task variant I used mean Go RT, FailedStop RT, Go Accuracy and Stop Accuracy data from the four compulsory sessions and performed a series of univariate ANOVAs with task variant (non-game, points, theme) as a factor (Appendix N Table 1). I found clear evidence of an effect of task variant on all measures except for Go Accuracy, and this is likely because Go Accuracy scores were high and participants were performing at ceiling. The effects of task variant were quite small, yet still indicate an impact of gamification on the comparability of the data collected by the task.

Appendix N, Table 1: Effects of task variant on Go Reaction Time, FailedStop Reaction Time, Go Accuracy and Stop Accuracy. Four univariate ANOVAs on cognitive measures from the first four sessions, with task variant (non-game, points, theme) as a between-subjects factor.

<table>
<thead>
<tr>
<th>Dependant Variable</th>
<th>$F_{2,255}$</th>
<th>$p$</th>
<th>partial $\eta^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Go RT</td>
<td>4.421</td>
<td>.014</td>
<td>.032</td>
</tr>
<tr>
<td>FailedStop RT</td>
<td>5.403</td>
<td>.005</td>
<td>.040</td>
</tr>
<tr>
<td>Go Accuracy</td>
<td>1.053</td>
<td>.350</td>
<td>.008</td>
</tr>
<tr>
<td>Stop Accuracy</td>
<td>4.450</td>
<td>.013</td>
<td>.033</td>
</tr>
</tbody>
</table>

Appendix N Figure 1 shows boxplots of these variables for each task variant, made of up participants’ median responses over the four compulsory sessions. Cognitive measures appear broadly comparable between task variants, but the effects detected by the ANOVAs are
apparent on closer inspection. I used t-tests to explore differences of interest, and Bayesian t-tests to assess similar distributions for equality.

I found evidence of a medium difference in Go RT between the Non-Game (M=583, SD=100) and Theme (M=622, SD=92) variants (mean difference=38, 95% CI 10 to 67, $t_{174}=2.651$, $p=.01$, $d=.41$), but no evidence of other differences ($p_s>.12$). A Bayesian t-test for equality in Go RT distributions between the Non-Game and Point variants was inconclusive (Bayes Factor (BF)=.89).

I also found evidence of a difference in FailedStop RT between the Non-Game (M=530, SD=88) and Theme (M=570, SD=87) variants (mean difference=40, 95% CI 16 to 65, $t_{174}=3.068$, $p=.01$, $d=.46$), but little evidence of other differences ($p_s>.10$). Again, a Bayesian t-test could not provide evidence of equality between the non-game and points variants (BF=.42).

Given the lack of effect of task variant on Go Accuracy I used Bayesian t-tests to assess the variants for equality. These tests were inconclusive for all comparisons (BF=.31 and .38) except points (M=94%, SD=5%) compared to theme (M=94%, SD=6%), where I found substantial evidence of equality (BF=.17)

With respect to Stop Accuracy I saw differences between the non-game (M=52%, SD=9%) and theme (M=54%, SD=7%) variants (mean difference 25%, 95% CI 21 to 48, $t_{174}=2.153$, $p=.03$, $d=.32$) and the non-game and points (M=55%, SD= 8%) variants (mean difference=33%, 95% CI 9 to 57, $t_{175}=2.722$, $p=.01$, $d=.40$). There was no evidence of a difference between points and theme ($p=.50$), but a Bayesian t-test showed no evidence for equality either (BF=.50).
Appendix N, Table 2: Mean Stop Signal Reaction Times, and inhibition function midpoint-gradients from the first four sessions, shown separately by task variant.

<table>
<thead>
<tr>
<th>Task Variant</th>
<th>SSRT (95% CI)</th>
<th>Gradient of the inhibition function at the point of 50% inhibition probability (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Non-Game</td>
<td>274ms (262 to 285)</td>
<td>-5.36% (-5.10 to -5.64)</td>
</tr>
<tr>
<td>Points</td>
<td>262ms (250 to 275)</td>
<td>-5.10% (-4.87 to -5.32)</td>
</tr>
<tr>
<td>Theme</td>
<td>286ms (273 to 299)</td>
<td>-5.22% (-5.05 to -5.38)</td>
</tr>
</tbody>
</table>

I calculated the slopes of the modelled inhibition curves using numerical differentiation and assessed the gradient for differences between task variants. A one-way ANOVA did not show evidence of an effect of task variant on inhibition slope ($F_{2,255}=1.437$, $p=.24$, partial $\eta^2=.011$), and Bayesian t-tests showed moderate evidence that the non-game and theme variants’ slopes were equivalent (BF=.24), and that points and theme variants’ slopes were also equivalent (BF=.22) However, there was insufficient evidence to suggest that the non-game variant and the points variant had equivalent slopes (BF=.62) (Appendix N Table 2) (Appendix N Figure 2)

Appendix N, Figure 2: Box and whisker plots of mean Stop Signal Reaction Time and mean Inhibition Function gradient. Data combined per participant over the first four sessions and shown separately by task variant
**Experiment 2: How reliable are cognitive measures over time?**

I found the test-retest reliability of stop signal reaction times (SSRTs) from the first four sessions to be very good, with an overall Cronbach’s alpha of 0.85. When assessed by task variant, the points (α=.86), and theme (α=.86) variants showed the most consistent results with non-game (α=.75) showing lesser, yet still good, reliability. I used cocron [280] to investigate differences between these alphas but saw only weak evidence for an effect of task variant ($X^2_{2,258}=5.140$, $p=.08$).

I also wanted to investigate whether time or practice effects impacted the cognitive data collected by the task variants, and so ran a series of repeated-measures ANOVAs with Go RT, FailedStop RT and SSRT as the dependant variables and session number (1-4) as the time factor in each (Appendix N Table 3). Where there was evidence of violated sphericity I used Greenhouse-Geisser corrected $p$ values. I found small effects of session number on all cognitive measures, but no clear evidence of interactions between task variant and session number on any of the measures ($ps>.07$). Appendix N Table 4 shows the mean RTs from each session, combined across task variant.

**Appendix N, Table 3: Effect of session number on Go Reaction Time, FailedStop Reaction Time and Stop Signal Reaction Time.** Three repeated-measures ANOVAs with session number (1-4) as the time-factor and task variant (non-game, points, theme) as the between-subjects factor. Where there was evidence of sphericity I report Greenhouse-Geisser corrected $p$ values.

<table>
<thead>
<tr>
<th>Dependant Variable</th>
<th>$F_{3,762}$</th>
<th>$p$</th>
<th>partial $η^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Go RT</td>
<td>3.336</td>
<td>.025</td>
<td>.013</td>
</tr>
<tr>
<td>FailedStop RT</td>
<td>4.822</td>
<td>.004</td>
<td>.019</td>
</tr>
<tr>
<td>SSRT</td>
<td>5.139</td>
<td>.003</td>
<td>.033</td>
</tr>
</tbody>
</table>

**Appendix N, Table 4: Mean Go Reaction Times, FailedStop Reaction Times and SSRTs, shown separately by session number.**

<table>
<thead>
<tr>
<th>Dependant Variable</th>
<th>Session 1 (95% CI)</th>
<th>Session 2 (95% CI)</th>
<th>Session 3 (95% CI)</th>
<th>Session 4 (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Go RT</td>
<td>601ms (591 to 611)</td>
<td>614ms (602 to 626)</td>
<td>605ms (592 to 618)</td>
<td>602ms (589 to 615)</td>
</tr>
<tr>
<td>FailedStop RT</td>
<td>540ms (531 to 549)</td>
<td>556ms (544 to 568)</td>
<td>552ms (540 to 564)</td>
<td>554ms (541 to 567)</td>
</tr>
<tr>
<td>SSRT</td>
<td>273ms (266 to 280)</td>
<td>266ms (256 to 276)</td>
<td>259ms (248 to 270)</td>
<td>258ms (248 to 268)</td>
</tr>
</tbody>
</table>
**Experiment 2: Do perseverance or individual differences affect attrition?**

After the second session of the study participants completed a visual-analogue-scale based perseverance subscale of the Urgency, Premeditation, Perseverance and Sensation Seeking (UPPS) Impulsive Behaviour Scale [281], presented in the same format at the quality of engagement questionnaire. The main aim of this questionnaire was to test whether individual differences in perseverance might confound attrition rates on the task variants. A total perseverance score was calculated as the mean of all items, with items 2 and 10 reverse-scored. The following questions were presented in a random order: (1) I generally like to see things through to the end, (2) I tend to give up easily, (3) Unfinished tasks really bother me. (4) Once I get going on something I hate to stop. (5) I concentrate easily. (6) I finish what I start. (7) I’m pretty good about pacing myself so as to get things done on time. (8) I am a productive person who always gets the job done. (9) Once I start a project, I almost always finish it, and (10) There are so many little jobs that need to be done that I sometimes just ignore them all.

To ensure that individual differences in participant perseverance between groups were not masking an effect of task variant on attrition, I used a one-way ANCOVA of mean number of sessions completed with task variant (non-game, points, theme) as the between-subjects factor and score on the perseverance questionnaire as the covariate. I still saw no evidence of an effect of task variant on the mean number of sessions completed \( (F_{2,259}=1.168, \ p=.31, \ partial \ \eta^2 = .009) \) and only weak evidence for an effect of perseverance \( (F_{1,259}=3.562, \ p=.06, \ partial \ \eta^2 = .013) \).

Previous literature has suggested that participant’s age, sex or amount of video game experience can impact their enjoyment of a video game, so I ran a one-way ANCOVA of quality of engagement score with task variant (non-game, points, theme) as the between-subjects factor and age, sex and hours spent playing video games as covariates. I found no evidence for any influence of the three covariates \( (ps>.28) \) but saw evidence of a small effect of task variant on overall score \( (F_{2,259}=4.030, \ p=.02, \ partial \ \eta^2 = .030) \).
Appendix O

Analysis of secondary cognitive data for Experiment 3

What is the effect of gamification secondary cognitive measures?

Go RTs and FailedStop RTs were summarised at a participant level using medians. To assess whether gamification affected the cognitive data collected by each task variant I used mean Go RT, FailedStop RT and Go Accuracy data and performed a series of univariate RM-ANOVAs with task variant (non-game, points, theme) as a within-subjects factor (Appendix O Table 1). I found clear evidence of large effects of task variant on all measures. Appendix O Figures 1 and 2 show boxplots of these variables for each task variant. The negative effects of theme on cognitive data are apparent, particularly on GoAccuracy where many outliers are present.

I used Bayesian t-tests to weigh the evidence for equality between the non-game and points task variants. I found substantial evidence for equality all measures: GoRT (Bayes Factor (BF) = .20), FailedStopRT (BF = .14), GoAccuracy (BF = .18).

Appendix O, Table 1: Effects of task variant on Go Reaction Time, FailedStop Reaction Time and Go Accuracy. Four univariate RM-ANOVAs on mean cognitive measures, with task variant (non-game, points, theme) as the within-subjects factor.

<table>
<thead>
<tr>
<th>Dependant Variable</th>
<th>F_{2,144}</th>
<th>p</th>
<th>partial η^2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Go RT</td>
<td>10.83</td>
<td>&lt;.001</td>
<td>.131</td>
</tr>
<tr>
<td>FailedStop RT</td>
<td>8.34</td>
<td>&lt;.001</td>
<td>.104</td>
</tr>
<tr>
<td>Go Accuracy</td>
<td>6.94</td>
<td>.001</td>
<td>.088</td>
</tr>
</tbody>
</table>

Appendix O, Figure 1: Box and whisker plots of mean Go Reaction Time and FailedStop Reaction Time. Data combined over reimbursement schemes and shown separately by task variant.
Appendix O, Figure 2: Box and whisker plots of mean Go Accuracy. Data combined over reimbursement schemes and shown separately by task variant.