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Abstract

The application of MIMO communication systems in real environments will invariably require systems to operate over wideband channels. Although suitable techniques for processing wideband MIMO channels have been reported, their evaluation has mainly been based on simulation using modelled channels. In this paper we investigate some of the properties of wideband MIMO channels and compare the characteristics of simulated channels with those measured in indoor environments at 5.2GHz.

1 Introduction

The initial analysis of multiple-input multiple-output (MIMO) communication systems, along with algorithms for their exploitation, has mostly concentrated on narrowband systems [1]–[4]. Although much work still continues in this area, the narrowband requirement is a factor that would limit the deployment and application of these techniques in practical environments. In order to overcome this limitation, many of the common techniques for communication over wideband single-input, single-output (SISO) channels can be extended to MIMO systems. Examples of such extensions include equalisation [5], spread spectrum techniques [6] and orthogonal frequency division multiplexing (OFDM) [7]. The measurement and analysis of wideband MIMO channels is therefore beneficial to the development of these systems, both through direct system simulation using measured channel data, and through the development of wideband channel models.

To date, although many MIMO measurement campaigns have been reported in the literature, these have mostly investigated parameters such as narrowband channel capacity, spatial correlation, or other similar properties [8][9][10]. In these campaigns, even though wideband data has often been recorded, narrowband responses have been extracted for the subsequent analysis [9][10]. More recently, some investigation of wideband MIMO channels has been conducted [11]–[15]. Although these have proposed various channel models, there is still a requirement for further examination of measurement data in order to assess the properties of wideband MIMO channels and aid model development.

This paper describes the analysis of wideband MIMO channel responses recorded over a bandwidth of 120MHz at 5.2GHz. These campaigns have been conducted in a variety of indoor environments and with various array architectures and element types. The capacity of these channels has been evaluated for varying bandwidths and compared against that of channels generated from a stochastic model.

2 Measurement system and environments

The measurement platform used for these measurements is based on a Medav RUSK BRI vector channel sounder [16]. The transmitter employs a periodic multi-tone signal with a bandwidth
of 120MHz centred at 5.2GHz and period of 0.8µs. This signal is constructed so that all tones have equal power and are evenly spaced over the measurement bandwidth. With the digital-to-analogue converter operating at 320MHz, the above parameters correspond to the transmission of 97 tones, each spaced by 1.25MHz. The periodic nature of this signal allows the determination of the channel’s frequency response through a discrete fourier transform of one period of data sampled at the receiver. It is then only the useful 97 (complex) samples of this frequency domain data that are stored to disc for subsequent post-processing. Channel impulse responses can be estimated by suitable windowing and fourier transformation of the stored data.

Measurement time and frequency accuracy is assured through the use of rubidium referenced clocks at both transmitter and receiver, with a cable connection to provide absolute phase coherence. A back-to-back system calibration is conducted before the commencement of measurements to remove the effect of amplitude and phase distortions in the hardware and to provide a synchronisation reference for the determination absolute time-of-flight information.

The standard receiver in the Medav RUSK BRI is capable of measuring channel responses from up to 8 elements (for a single transmitter) by utilising a fast multiplexing system to switch between each element in turn. With the system configured to use a signal period of 0.8µs, one measurement from all receive elements is recorded in 12.8µs. MIMO channel sounding is achieved through the use of additional custom switching and synchronisation circuitry to control a second array at the transmitter that can also consist of up to 8 elements. For each transmit element in turn, a measurement is taken from each channel at the receiver. In this way, the complex channel responses of all 64 combinations of the eight transmit and eight receive elements are recorded to form the full MIMO channel response. Each complete ‘MIMO snapshot’ of the channel is therefore recorded in 102.4µs, which has been shown to be fast enough in the indoor environments under consideration to ensure that the channel remains stationary for the duration of each measurement [10].

For the analysis contained in this paper, data has been selected from various measurement campaigns conducted in different indoor environments and using various antenna arrays (previously reported in [17][18]). These arrays and environments are shown in Figures 1&2 respectively.

3 Wideband MIMO channels

3.1 Definitions

We define a MIMO channel response to be composed of the transfer functions between \(n_T\) transmit and \(n_R\) receive elements which, for a narrowband channel, can be represented by an \(n_R \times n_T\) matrix, \(G\). Each entry \(G_{jk}\) of this matrix is the complex transmission coefficient between element...
Figure 2: Two of the environments in which channel measurements have been recorded.

\[ j \in [1, \ldots, n_R] \text{ at the receiver and element } k \in [1, \ldots, n_T] \text{ at the transmitter.} \]

For a wideband channel, the response can be represented (in the time domain) as a tapped delay line

\[ G(\tau) = \sum_{l=1}^{M} G_l \delta(\tau - \tau_l), \]

where \( G_l \) is the \( n_R \times n_T \) channel response at delay \( \tau_l \) and \( M = \max \{ L_{jk} \} \), \( \forall j, k \), where \( L_{jk} \) is the excess delay for the channel between elements \( j \) and \( k \) (since it is not assumed that the component SISO channels all have the same maximum delay). Note that herein, we will use \( G_{jk,l} \) to identify the complex transmission coefficient between elements \( j \) and \( k \) at delay \( l \).

It is also useful to be able to consider the wideband MIMO channel in the frequency domain, particularly for the purposes of channel response normalisation (to remove the average pathloss, in both space and frequency) and for the calculation of channel capacity. (It is noted though that normalisation is not always appropriate since the variation in average pathloss also has a large effect on the performance of these systems [19]).

We define the equivalent frequency domain representation of the MIMO channel response in (1) to be given by the set of \( n_R \times n_T \) matrices \( \mathcal{G}_f \) for \( f = 1, \ldots, F \), where \( \mathcal{G}_{jk,f} \), for \( f = 1, \ldots, F \), is the Fourier transform of the impulse response \( G_{jk,l} \), for \( l = 1, \ldots, M \).

Normalisation of the wideband channel response, can be accomplished by an extension of the narrowband normalisation process to include the frequency domain so that the normalised matrix response (in the frequency domain), \( \mathcal{H} \), is given by

\[ \mathcal{H} = \frac{\mathcal{G}}{\sqrt{\sum_{j_1=1}^{n_R} \sum_{k_1=1}^{n_T} \sum_{f=1}^{F} |\mathcal{G}_{j_1k_1f}|^2}}, \]

where the denominator is the average pathloss in both space and frequency.

### 3.2 Wideband stochastic MIMO model

Previous reports of the simulation and modelling of wideband MIMO systems have employed various models to generate the MIMO channel response, \( G \). We include a description here of a simple stochastic model [7][20] of these channels in ideal rich scattering Rayleigh environments, for comparison against the measured data. The model is defined as follows (where \( E \) denotes expectation and * indicates complex conjugation):

- All elements of \( G_l \) are samples of i.i.d. zero-mean complex Gaussian random processes such that \( E\{G_{j_1k_1,l}, \ G_{j_2k_2,l}^*\} = 0 \), for \( j_1 \neq j_2 \) or \( k_1 \neq k_2 \), and \( \forall l \).
The channel coefficients comprising $G_l$ are uncorrelated from one delay to another such that $E\{G_{jk,l_1},G_{jk,l_2}\} = 0$, for $l_1 \neq l_2$ and $\forall j, k$.

The mean power of $G_l$ for a given delay, $P_l = E\{|G_{jk,l}|^2\}$, $\forall j, k$, is either given by an exponential power delay profile (PDP) or one selected from the various profiles published for different standards. For the simulations reported here, we will use the PDP defined by Hiperlan/2 channel model 'A' (small indoor office) [21], which has an r.m.s. delay spread of 50ns.

### 3.3 Capacity of wideband MIMO channels

When a transmission is sent through a (narrowband) fading, single-input single-output (SISO) bandlimited channel, in the presence of additive white gaussian noise (AWGN), the channel capacity is given by

$$C = W \log_2 \left( 1 + \rho |H|^2 \right) \text{ bits/s},$$  

(3)

where $W$ is the channel bandwidth, $\rho$ is the average signal to noise ratio at the receiver and $H$ is the normalised channel response [22].

It has been shown in [2][3] that (3) can be extended to encompass multiple-input multiple-output (MIMO) channels so that the expression for channel capacity becomes, (in a frequency-flat fading environment),

$$C = W \log_2 \left( \det \left( I_{nR} + \frac{\rho}{nT} HH^\dagger \right) \right) \text{ bits/s},$$  

(4)

where $I_{nR}$ is the $nR \times nR$ identity matrix, $\rho$ is the average signal to noise ratio at each receiver branch, $H$ is the $nR \times nT$ normalised narrowband channel response matrix, det is the determinant operator and $\dagger$ is hermitian transpose. (Note that this is for the case where the transmitter has no knowledge of the channel response coefficients [3]).

The capacity of a wideband channel can be obtained by integrating (4) over the bandwidth of interest, which can be expressed in discrete form as

$$C_W = \lim_{R \to \infty, \Delta f \to 0} \sum_{f=1}^{R} \Delta f \log_2 \left( \det \left( I_{nR} + \frac{\rho}{nT} H_f H_f^\dagger \right) \right) \text{ bits/s},$$  

(5)

where $\Delta f = W/R$ and $H_f$ is the $nR \times nT$ narrowband channel response matrix at frequency $f$, and where $\rho$ is now the average signal to noise ratio over the whole bandwidth, $W$. Expressing the integration in this form is useful here since the channel measurement data consists of discrete frequency samples spaced by $\Delta f = 1.25\text{MHz}$, hence allowing easy calculation of capacity. The capacity at differing bandwidths can then be calculated by selection of the value of $R$.

Since (4) assumes a frequency flat propagation environment, the capacity is not dependant on frequency and hence is usually normalised by $W$ to obtain the normalised capacity (or spectral efficiency) of the channel. Although this is still possible for wideband channels, it results in a mean spectral efficiency over the bandwidth of interest since capacity is now a function of the frequency band over which it is calculated.

As shown, the expressions in (3)–(5) give the channel capacity for a fixed signal to noise ratio, $\rho$. However, this does not give a fair comparison between channels of different bandwidths since $\rho = P/(WN_0)$, where $P$ is the average received power and $N_0$ is the noise power spectral density at the receiver. Since the noise power increases with bandwidth, the input power to the channel must also be increased in proportion to the bandwidth in order to maintain a constant $\rho$. A more realistic assumption is therefore to evaluate the capacity of channels having different bandwidths.
Figure 3: Normalised capacity CCDFs for simulated (8x8) MIMO channels with bandwidths of 1.25, 5 and 20MHz and for $\rho$ fixed at 20dB.

for a fixed average receive power, $P$. Hence, replacing $\rho$ in (5) gives

$$C_W = \lim_{R \to \infty} \sum_{f=1}^{R} \Delta f \log_2 \left( \det \left( I_{n_R} + \frac{P}{n_T W N_0} \mathcal{H}_f \mathcal{H}_f^H \right) \right) \text{ bits/s},$$

where each term of the summation is now a function of the overall bandwidth. (It is again assumed that the transmitter does not have any knowledge of the channel response and therefore cannot preferentially allocate power to those frequencies which achieve the highest capacities.)

4 Simulation and data analysis

4.1 Capacity of simulated channels

We first investigate the capacities of wideband MIMO channels generated according to the model described in Section 3.2 (employing the PDP specified by Hiperlan/2 channel model 'A'). For each simulation, 10,000 channels are created, transformed to their frequency domain representation and normalised according to (2), before calculating their capacities at the required bandwidth. We use the notation $(n_R, n_T)$ to denote the dimensions of the MIMO system being investigated.

Figure 3 shows the complementary cumulative distribution functions (CCDFs) of normalised capacity for (8,8) channels of varying bandwidths and with a fixed signal to noise ratio, $\rho$, of 20dB. As the bandwidth is increased it can be seen that the mean normalised capacity remains roughly constant, while the variance significantly reduces. Therefore, whilst there is a much lower probability of achieving the highest capacities, for small outage probabilities the normalised capacity has increased. This effect is due to the increasingly frequency selective nature of the channel as the bandwidth becomes larger, resulting in frequency diversity. Hence, for channels with a bandwidth much greater than the coherence bandwidth, there should only be a small variation in normalised capacity between different channel realisations (given ideal spatial decorrelation).

A different result is obtained if the constant receive power constraint is used instead of a constant signal to noise ratio. This comparison can be seen in Figure 4a which shows the normalised capacity reducing as the bandwidth is increased and the receive power remains constant. (In practice, rather
than define a constant average receive power, \( P \), we define a fixed *narrowband signal to noise ratio*, \( \rho_N \), for a bandwidth of \( \Delta f \). Hence, the signal to noise ratio varies such that \( \rho = \rho_N (W/\Delta f) \). Similarly, this reduction in spectral efficiency with increasing bandwidth can be noted from Figure 4b and more readily from Figure 5 where for each step expansion in bandwidth the increase in capacity becomes smaller. This illustrates that evaluating the performance of channels of varying bandwidth for a constant signal to noise ratio and using normalised capacity as the metric can produce misleading results.

4.2 Analysis of measured channels

Initially, we analyse data collected in a large open office that has been emptied of all furniture (see Figure 2 and [17]). Previous analysis has shown this environment to produce high levels of multipath scattering and also to have a reasonably high mean r.m.s. delay spread of about 30ns.

The comparison of normalised capacity between measured and simulated channels is shown in Figure 6a. It can immediately be seen that as expected the measured channels achieve lower capacities than those generated from the idealised model. This is even more pronounced when comparing absolute capacity (Figure 6b) since any difference in normalised capacity is now multiplied by the bandwidth. Hence as bandwidth increases, the discrepancy between measured and simulated channels increases. So where the difference is only 14Mbits/s at 1.25MHz bandwidth, it is 128Mbits/s at 20MHz bandwidth (for a 10% outage).

In contrast to the simulated channels, variation amongst the plots of normalised capacity for different bandwidths of the measured channels is very small (Figure 6a). As the bandwidth increases, although the probability of achieving the highest capacities reduces slightly, almost no change is discernable for the lower capacities. Figure 7 shows this result to be a function of the dimension of the MIMO system, since for lower numbers of antenna elements, changes in bandwidth effect a larger influence on the normalised capacity. This is likely to be due to the reduced spatial diversity experienced by systems of small dimension. As the bandwidth of these channels is increased, the additional frequency diversity is of greater benefit than it would be to a system which exhibits
Figure 5: Capacity CCDFs for simulated (8x8) MIMO channels with the bandwidth increased in 1.25MHz steps between 1.25 and 20MHz, and with a fixed average receive power ($\rho_N = 20$dB).

Figure 6: Comparison between capacity CCDFs for (8x8) measured and simulated MIMO channels with bandwidths of 1.25, 5 and 20MHz. (a) Normalised capacity for $\rho$ fixed at 20dB. (b) Absolute capacity for a fixed average receive power ($\rho_N = 20$dB).
Figure 7: Normalised capacity CCDFs for (2,2) and (4,4) measured MIMO channels with bandwidths of 1.25, 5 and 20MHz and for $\rho$ fixed at 20dB.

higher spatial diversity.

In order to bring the characteristics of the modelled channels closer to those of measured channels, it is obviously necessary to introduce spatial correlation amongst the array elements. For a wideband channel though, it is not clear whether spatial correlation should be introduced for just the first matrix tap of the impulse response (where a dominant, possibly line of sight, path may be expected), for all taps equally, or to have a different degree of correlation for each tap. We now investigate this for some of the measured channel response data.

Figure 8 gives an example of one (8,8) wideband MIMO channel response measured in a populated office (see Figure 2 and [18]). Each of the 64 component SISO impulse responses are shown side by side, all having been normalised by the peak response of any of the transmission coefficients ($\max(|G_{jk,l}|, \forall j, k, l)$, and then a threshold applied at -30dB. (For this measured channel data, samples of the impulse responses are separated by 8.3ns). Although it can be seen all SISO impulse responses have similar distributions of power with delay, some spatial correlation can be noted from slight periodic variation in the responses as element index increases.

In order to quantitatively assess the inter-element correlation, for each $n_R \times n_T$ matrix tap, $G_l$, of the MIMO impulse response, the cross-correlations between all 64 transmission coefficients have been calculated over several hundred channel realisations. The result is shown in Figure 9, with one plot for each of the first 6 delay taps. Within each plot every ‘square’ of 8×8 values represents the cross-correlation between one element, $G_{jk}$, and all others. Therefore, the top-left square displays the correlation between $G_{11}$ and all other elements and the top-right square displays the correlation between $G_{18}$ and all other elements.

Starting with the first delay tap, shown in Figure 9a, it can be seen that within each 8×8 ‘square’ there is a region of high correlation between the appropriate reference element, $G_{jk}$, and the elements surrounding it. This indicates that there is a high correlation between transmission coefficients for adjacent elements, which reduces as the elements increase in separation. In this example, the correlation amongst elements at the transmitter and amongst elements at the receiver is roughly equal since the correlation coefficients decay evenly in both the vertical and horizontal directions. Other examples illustrating high correlation at solely the transmit or receive array have also been measured, but are not shown here for brevity.
Figure 8: An example channel impulse response for a measured (8,8) MIMO channel. ‘Element index’ indicates one of the 64 SISO component channels constituting the overall MIMO response.

Figure 9: Cross-correlation coefficients between each element of the channel response matrix, and all others. (a) to (f) show the matrices of coefficients for the first 6 taps of the impulse response.
Correlation amongst adjacent elements can be seen to increase for the second delay tap (Figure 9b). This then reduces as the delay increases, so that by tap 6 it can be seen that there are 64 peaks showing the auto-correlation for each transmission coefficient, but all other values representing the cross-correlations are much lower, with a mean of 0.16.

As noted above, similar results have been obtained for other environments, antenna configurations and system configurations. For each scenario, different correlation patterns are generated depending on the spatial correlation at both the transmit and receive arrays. In general though, for the channel measurement data investigated so far, the correlation between transmission coefficients for each matrix tap of the impulse response appears to follow the same trend as the example shown here.

Although the work reported here only outlines an initial investigation into wideband MIMO channels, current analysis is continuing to look at the distribution of these characteristics. The results from this can then be combined with an enhanced model to include spatial correlation, with the aim of bringing the performance and characteristics of simulated channels closer to those of real environments.

5 Conclusions

The capacity variation of wideband MIMO channels has been investigated for both a constant signal to noise ratio and for a constant received power constraint and the difference that these two constraints make to the performance comparison of these channels has been illustrated.

The capacity of simulated channels has been compared against that of measured wideband MIMO channels. In general it has been shown how an increase in bandwidth provides frequency diversity resulting in a reduction in the variance of normalised capacity. For measured channels though, it was noted that for the (8,8) system, varying bandwidth made little difference to the normalised capacity. However, as the dimension of the MIMO system was reduced, changes in bandwidth exerted a greater influence on the capacity, indicating that MIMO systems with small numbers of antennas may gain the most from exploiting wideband channels since they experience less spatial diversity.

An appreciable difference between the capacities achieved by measured and simulated channels was also shown. This was mainly attributed to the model employed here not including any spatial correlation. Hence, some of the measured data was analysed in order to ascertain how correlation between elements of the channel response matrix varies with the taps of the impulse response. This information will now provide input for continuing work to produce an enhanced model to incorporate spatial correlation.
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