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Abstract. In many applications of practical interest, for example, in control theory, economics, electronics and neural networks, the dynamics of the system under consideration can be modelled by an endomorphism, which is a discrete smooth map that does not have a uniquely defined inverse; one also speaks simply of a noninvertible map. In contrast to the better known case of a dynamical system given by a planar diffeomorphism, many questions concerning the possible dynamics and bifurcations of planar endomorphisms remain open.

In this paper we make a contribution to the bifurcation theory of planar endomorphisms. Namely we present the unfoldings of a codimension-two bifurcation, which we call the cusp-cusp bifurcation, that occurs generically in families of endomorphisms of the plane. The cusp-cusp bifurcation acts as an organising center that involves the relevant codimension-one bifurcations. The central singularity involves an interaction of two different types of cusps. Firstly, an endomorphism typically folds the phase space along curves $J_0$ where the Jacobian of the map is zero. The image $J_1$ of $J_0$ may contain a cusp point, which persists under perturbation; the literature also speaks of a map of type $Z_3 < Z_1$. The second type of cusp occurs when a forward invariant curve $W$, such as a segment of an unstable manifold, crosses $J_0$ in a direction tangent to the zero eigenvector. Then the image of $W$ will typically contain a cusp. This situation is of codimension one and generically leads to a loop in the unfolding. The central singularity that defines the cusp-cusp bifurcation is, hence, defined by a tangency of an invariant curve $W$ with $J_0$ at the pre-image of the cusp point on $J_1$.

We study the bifurcations in the images of $J_0$ and the curve $W$ in a neighborhood of the parameter space of the organizing center — where both images have a cusp at the same point in the phase space. To this end, we define a suitable notion of equivalence that distinguishes between the different possible local phase portraits of the invariant curve relative to the cusp on $J_1$. Our approach makes use of local singularity theory to derive and analyze completely a normal form of the cusp-cusp bifurcation. In total we find eight different two-parameter unfoldings of the central singularity. We illustrate how our results can be applied by showing the existence of a cusp-cusp bifurcation point in an adaptive control system. We are able to identify the associated two-parameter unfolding for this example and provide all different phase portraits.
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1. Introduction. Many situations of practical interest are modelled mathematically by a map on a suitable phase space. In this case time is thought to be discrete and the time evolution of an initial point is given by the iterates of the map. We consider here the case that the dynamics is generated by an endomorphism, that is by a smooth map that does not have a (uniquely defined) inverse. As is common in the literature, we simply speak of a noninvertible map. Note that the theory of endomorphisms of the real line is well developed, with the logistic map being the most famous example. However, much less is known about the possible dynamics and bifurcations of endomorphisms on $\mathbb{R}^n$ for $n \geq 2$. We are concerned here with the case of a noninvertible planar map that maps $\mathbb{R}^2$ to itself. Such maps arise naturally as models in several areas of application, including control theory [1, 8, 9], economics [2, 3], radiophysics [22] and neural networks [33]. Noninvertibility easily occurs in applications that feed back sampled data using too large a sampling time. This is
effectively equivalent to the case that a vector field model is integrated with a too large integration step [21].

In a region where a planar endomorphism has a well-defined branch of an inverse it may display all the dynamical complexity of a planar diffeomorphism, that is, of a smooth planar map with a smooth inverse. As is now well known, planar diffeomorphisms typically show complicated dynamics, including chaos; see, for example, [13, 29] as entry points to the extensive literature. Famous examples of planar diffeomorphisms are the Hénon map [16] and the Ikeda map [17], as well as Poincaré maps of periodically driven systems, such as the forced pendulum, Van der Pol and Duffing oscillators [13, 37].

The main question in the study of planar endomorphisms is what extra dynamical features may occur beyond what is known for planar diffeomorphisms. While there have been quite a number of studies of specific planar endomorphisms, much less is known about the generic dynamics and bifurcations of planar endomorphisms that must be expected in a typical example. In short, there is, as yet, no systematic bifurcation theory for planar endomorphisms.

To be specific, consider a family of endomorphisms of the plane

\[ f : \mathbb{R}^2 \times \mathbb{R}^m \rightarrow \mathbb{R}^2 \]

\[ (x, \lambda) \mapsto f(x, \lambda) \]

where \( \lambda \in \mathbb{R}^m \) is an \( m \)-dimensional parameter, and \( f \) is a smooth map. We consider the case that \( f \) is not a diffeomorphism, which means that the Jacobian \( Df \) of \( f \) has a nonzero kernel. We define the (non-empty) singular locus

\[ J_0 := \ker(Df) = \{ x \in \mathbb{R}^2 \mid Df(x) \text{ is singular} \} \]

The image \( J_1 := f(J_0) \) is called the critical locus. In the literature the critical locus \( J_1 \) is also referred to as critical curve [28] or Ligne Critique (LC) [25], while \( J_0 \) is also referred to as the curve of merging pre-images [28] or \( LC^{-1} \) [25]. Technically, \( LC \subset J_1 \) and \( LC^{-1} \subset J_0 \), but for this paper it is sufficient to consider them equal. This is justified by their following properties, which follow immediately from the implicit function theorem.

**Proposition 1.1 (Generic properties of \( J_0 \) and \( J_1 \)).** Generically, that is, for a generic family \( f \) and parameter \( \lambda \) in general position, the singular locus \( J_0 \) is a smooth curve where \( \dim(\ker(Df)) = 1 \). The eigenvector of the eigenvalue 0 is transverse to \( J_0 \) except at isolated points, called pre-cusp points, where it is tangent to \( J_0 \). Therefore, the critical locus \( J_1 \) consists of smooth curve segments that meet at isolated cusp points, which are the images of the pre-cusp points.

Generally speaking, noninvertibility gives rise to regions with different numbers of inverses. The critical locus \( J_1 \) divides the phase plane \( \mathbb{R}^2 \) into regions with a constant number of pre-images. These regions are usually labeled by \( Z_k \), where \( k \) is the number of pre-images in that region [10, 25]. Generically, that is, except at the cusp points, the map \( f \) folds the phase plane along a smooth curve in \( J_0 \), which is mapped to \( J_1 \). Therefore, the number of pre-images differs locally by two on either side of \( J_1 \) [4]. As one moves from one region into the next by crossing a fold curve the number of pre-images changes to \( k \pm 2 \).

In the interior of a region \( Z_k \) for \( k \geq 1 \) one can select a single branch of the inverse, so that the map \( f \) is locally a diffeomorphism. New phenomena, which do
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not occur for diffeomorphisms, may arise when a (forward) invariant object, such as a fixed point, periodic orbit or invariant manifold, interacts with the boundary of the region of definition of the inverse branch. Therefore, the bifurcation theory of endomorphisms can be thought of as the study of the interaction of dynamical objects and their images with \( J_0 \) and \( J_1 \), respectively.

The literature on noninvertible planar maps consists largely of case studies in specific examples that reveal specific phenomena and a number of codimension-one bifurcations. A lot of attention has been devoted to the structure of basins of attraction. Because a basin may consist of disconnected regions or be multiply connected, it is often referred to as a ‘sea’ with possibly ‘islands’ in it, or as ‘land’ with ‘lakes’ [18, 25]; connectivity properties are characterised with an ‘island number’ or ‘lake number’ [25]. However, as was shown in [6, 7], changes to the basin boundary are due to two types of tangencies, called an inner and an outer tangency, of a stable set (the generalization of the stable manifold of a saddle point) with \( J_1 \).

Another topic that received a lot of interest as typical for noninvertible maps are self-intersections and associated ‘loops’ of (forward) invariant sets; see [10, 11, 23, 26] and [21], where loops are referred to as ‘antennae’. The main interest is in bifurcations leading to the destruction of an invariant curve (also called ‘IC’ or ‘torus’), which is the closure of the unstable manifolds of a suitable periodic orbit if the dynamics on the curve is phase locked. To define an unstable manifold of an endomorphism consider a generic saddle point \( p \) of \( f \) (or a suitable iterate of \( f \)). Genericity of \( p \) means in particular that \( p \not\in J_0 \). Therefore, there exists the local unstable manifold \( W_u(p) \) associated with the unique inverse branch that fixes \( p \). The global unstable manifold \( W_u(x_0) \) can then be defined as

\[
W_u(p) = \bigcup_{n=1}^{\infty} f^n(W_u^{\text{loc}}(p)).
\]

Note that forward images under \( f \) are unique, so that \( W_u(p) \) is indeed forward invariant. Furthermore, \( W_u(p) \) is generically an immersed manifold; see, for example, [36]. Even though \( W_u(p) \) may have structurally stable transverse self-intersections, it is justified to speak of \( W_u(p) \) as the global unstable manifold. In particular, \( W_u(p) \) can be computed numerically by any algorithm that works for diffeomorphisms; see also [6, 7]. Indeed, depending on how an unstable manifold or other invariant curve crosses \( J_0 \), a loop in its image may be the result. The codimension-one bifurcation that creates a small loop was analysed in [10, 11, 23]; we refer to it as the loop-creation bifurcation and it is discussed in more detail in Sec. 2. Due to forward invariance of \( W_u(p) \), typically an infinite number of loops is created in the loop-creation bifurcation, which may give rise to a rather spectacular loss of smoothness of an invariant curve. In combination with other mechanisms (as known for diffeomorphisms) of the break-up of tori, one finds phenomena such as the ‘appearance of loops on an unstable manifold, and the reappearance of an attractor, this time chaotic with loops’ [11, p. 107]; this type of attractor has been called a ‘weakly chaotic ring’ [10, 26].

In this paper we make a contribution to the bifurcation theory of planar endomorphisms by providing the unfolding of a codimension-two bifurcation, which we call the cusp-cusp bifurcation. Our study was motivated by the properties of a well-referenced example of a noninvertible system, namely the discrete-time adaptive control system discussed in [1, 8, 9]. More specifically, in [10] a loop of the unstable manifold of a saddle point is found that surrounds a cusp point \( C_1 \) on \( J_1 \). Several other codimension-one bifurcations are found near this situation, including a loop-
creation bifurcation and the passing of the invariant curve through the cusp point. These bifurcations and the generic phase portraits near them are illustrated in [10] near the cusp point $C_1$ on $J_1$ as well as near the pre-cusp point $C_0$ on $J_0$, where $f(C_0) = C_1$. We identify the cusp-cusp bifurcation as the organizing center of the observed dynamics in the sense that the known codimension-one bifurcations occur in its unfolding.

Specifically, at a cusp-cusp bifurcation there is a quadratic tangency of an invariant curve $W$ with the singular locus $J_0$ exactly at the pre-cusp point $C_0$. This situation corresponds to a cusp of $f(W)$ exactly at the cusp $C_1$ on $J_1$, hence, the name of this bifurcation; see already Fig. 3.1(a) and Fig. 6.3(a) and (b). The situation is of codimension two because one parameter is needed to ensure a tangency of $W$ with $J_0$, while another parameter must be adjusted to ensure that this tangency occurs at $C_0$. Recall that the existence of an isolated cusp point on $J_1$ is a generic property, that is, a cusp point is stable under small parameter variations. Therefore, we assume that the unfolding parameters of the cusp-cusp bifurcation do not lead to bifurcations of the cusp point (such as the disappearance of the cusp point in a swallowtail bifurcation).

We derive a normal form of the cusp-cusp bifurcation by considering the interaction of a parabola (representing $W$ locally) under the action of a normal-form map given by projections via the graph of the function $f$ in $\mathbb{R}^4$ near a generic cusp point. This surface can best be viewed in projection onto $\mathbb{R}^3$, where it takes the form of a generic two-dimensional surface with a cusp as known from singularity theory [4]; see also Fig. 2.3. In this setup both the cusp point $C_1$ and the pre-cusp point $C_0$ are at the origin and the curve $J_0$ is a fixed parabola with $C_0$ as its maximum. The unfolding or primary parameters in the normal form are the vertical and horizontal positions of the maximum or minimum of the parabola representing $W$, while its ‘steepness’ (relative to the curve $J_0$) plays the role of a higher-order or secondary parameter in the normal form. Depending on its value we distinguish eight different kinds of cusp-cusp bifurcations with associated two-parameter unfoldings. All unfoldings (cases i to viii) are presented as two-parameter diagrams with associated representative phase portraits, that is, configurations of $W$ near $J_0$ and $f(W)$ near $J_1$. We also show that the phase portraits found in [10] are organized by a cusp-cusp bifurcation of type vii.

Singularity theory is the main tool in our analysis of the cusp-cusp bifurcation. It has proven its use in the bifurcation analysis of invertible maps and vector fields, where classic singularities occur in the product of phase space and parameter space; see [12] and also [5] for a recent example. The question in the present setting is how a noninvertible planar map is folding the phase plane over itself. In other words, one needs to study projections via a surface, namely the smooth image of the domain, in a higher-dimensional space. This point of view has been adopted before, for example, in [38]. The action of a noninvertible planar map near any of the fold curves that make up $J_1$ can be understood by considering projections via a surface in $\mathbb{R}^3$ with a generic fold line [14, 15]. Planar quadratic maps with bounded critical sets are considered in [27]. However, the use of singularity theory for a systematic bifurcation analysis of noninvertible maps is quite new. The papers [30, 32] study connections between the complex quadratic family and more general two-parameter families maps of the plane $\mathbb{R}^2$. In [7] projections via a folded surface were used to identify two types of codimension-one tangency bifurcations of a stable set with $J_1$ that are responsible for rearrangements of the basins of attractions of a noninvertible map. The study presented here is very much in the same spirit. Note that near folds and cusps, the situations considered here, the surface via which one projects can be embedded in $\mathbb{R}^3$. 
Fig. 2.1. Sketches of the situation before (a), at (b), and after (c) a codimension-one loop creation, where the invariant curve $W$ becomes tangent at $x_0$ to the line field $\mathcal{E}$ (green curves) (top row), which results in the creation of a little loop of $f(W)$ (bottom row).

rather than in $\mathbb{R}^4$, which greatly helps with visualising the local map.

Another important ingredient of our study is a suitable notion of equivalence that allows one to define codimension-one bifurcations in this context. We consider here equivalence as given by the position of the oriented invariant curve relative to $J_1$; see Definition 3.4.

The paper is organized as follows. In Sec. 2 we discuss some mathematical background, including the normal form of a smooth map near a cusp point. In Sec. 3 we introduce the normal-form setting of the cusp-cusp bifurcation, as well as our notion of equivalence of invariant curves relative to $J_1$. In Sec. 4 we discuss the codimension-one bifurcations that occur near a cusp-cusp bifurcation, and in Sec. 5 we present all cases of two-parameter unfoldings. The adaptive control system from [10] is studied in Sec. 6 to show how our results manifest themselves in practice. We conclude in Sec. 7, where we also point out directions for future research. The numerical methods that we use in Sec. 6 are discussed in the Appendix A.

2. Mathematical setting and cusp normal-form map. In order to understand the folding properties of $f$ we consider the line field $\mathcal{E}$ associated with $J_0$, defined by

$$\mathcal{E} = \{l(v_0(x), x) \mid x \in J_0\},$$

where $l(v, p)$ is the line through the point $p$ given by the vector $v$, and $v_0(x)$ is the eigenvector of the eigenvalue 0 of $Df(x)$. As stated in Proposition 1.1, every line $\mathcal{E}_x := l(v_0(x), x)$ is transverse to $J_0$ at generic $x \in J_0$.

Now consider a curve $W$ crossing $J_0$ transversely at a generic point $x_0$ in the sense of Proposition 1.1. If $W$ is not tangent to $\mathcal{E}_{x_0}$ then the image $f(W)$ under $f$ is quadratically tangent to $J_1$ at the point $f(x_0)$. This tangency at $f(x_0)$ is structurally
稳定，因为这对应于穿过折叠的投影的曲线。示例情况由线场 $E$ 给出。任何穿过 $J_0$ 的曲线 $W$ 其切向量映射到零向量 $Df(x_0)$. 则 $f(W)$ 将有一个拐点在 $f(x_0)$，除非其两侧的两个分支的 $W$ 在 $J_0$ 上恰好重合（这不是一般的）。‘方向’拐点，即诱导切向量的极限方向作为拐点 $f(x_0)$ 被接近，是通过 $W$ 的曲率决定的。

为了说明这个概念，我们在图 2.1 中展示了循环创建分岔的一个参数展开，顶部行显示了前方不变曲线 $W$ 与 $J_0$ 交点的邻域，底部行显示了 $f(x_0)$ 在 $J_1$ 上的邻域。请注意 $W$ 和 $f(W)$ 都有一个方向，通过箭头表示，需要指定来理解映射的作用。

一般地，切向量 $dW(x_0)$ 在 $x_0$ 是 $E_{x_0}$ 的转置，这意味着 $f(W)$ 有一个二次接触与 $J_1$；见图 2.1(a) 和 (c). 然而，当 $l(dW(x_0), x_0) = E_{x_0}$ 则 $f(W)$ 有一个拐点在 $f(x_0) \in J_1$; 见图 2.1(b). 在这个一维情况下的拓扑，一个小环的 $f(W)$ 是创建（或者被破坏）的，这解释了这个分岔的名称。

2.1. 特征化一个 $J_1$ 拐点。我们现在考虑本论文的基本设置，即一个隔离的普通拐点 $C_1$ 在 $J_1$ 上，以及一个孤立的前拐点 $C_0$ 在 $J_0$. 这个情况在图 2.2(a) 和 (b) 中所示在邻域 $U$ 和 $V$ 附近的 $C_0$ 和 $C_1$. 注意 $J_1$ 有一个第二前像，$\hat{J}_0 \subset f^{-1}(J_1)$，在邻域 $U$，它在 $J_0$ 上的前像与 $C_0$. 这三个区域位于 $J_0$ 之间 $\hat{J}_0$ 和 $J_0$ 被映射到的。
single region with three pre-images, which is the region under the cusp point $C_1$ and bounded by $J_1$. This situation is referred to in the literature as a map of type $Z_3 < Z_1$.

We remark that any map of type $Z_{k+2} < Z_k$ for $k \geq 1$ has the same properties locally near the cusp point, but with $(k - 1)$ additional sheets of inverses that play no role in the local unfolding.

Figure 2.2 also shows the line field $E$ near $J_0$. Notice that the line $E_{C_0}$ is not transverse to $J_0$. Therefore, the defining property of the cusp-cusp bifurcation, namely a quadratic tangency of an invariant curve $W$ with $J_0$ at $C_0$, can be interpreted as defining a degenerate loop bifurcation.

2.2. Cusp normal-form map. As is known from singularity theory [4], a generic smooth planar map with a cusp point can locally near the pre-cusp point be brought to the normal form

$$(x, y) \mapsto (u, v) = (axy - bx^3, y)$$

by a smooth change of variables, for any positive nonzero constants $a$ and $b$. We make a convenient choice, namely we consider the normal-form map defined as

$$F : \begin{pmatrix} x \\ y \end{pmatrix} \mapsto \begin{pmatrix} z \\ y \end{pmatrix} = \begin{pmatrix} -x^3 - 3xy \\ y \end{pmatrix}.$$  

The $(x, y)$-plane corresponds to a local neighborhood of $C_0$ and the $(z, y)$-plane to a local neighborhood of $C_1$. Both $C_0$ and $C_1$ are located at the origin. The exact form of (2.2) was chosen such that the Jacobian

$$DF \begin{pmatrix} x \\ y \end{pmatrix} = \begin{bmatrix} -3x^2 - 3y & -3x \\ 0 & 1 \end{bmatrix}$$

is singular along the particularly simple critical curve

$$(2.3) \quad J_0 := \{ y = -x^2 \}.$$ 

The image of the parabola $J_0$ is the standard cusp

$$(2.4) \quad J_1 := \{ z = \pm 2(\sqrt{-y})^3 \mid y \leq 0 \}.$$ 

A straightforward calculation shows that it has the second pre-image

$$(2.5) \quad \hat{J}_0 := \{ y = -\frac{1}{4}x^2 \}.$$ 

The line field $E$ does not depend on $x$ and consists simply of the lines $l((1, 0)^T, x)$.

The situation for the normal-form map $F$ is shown in Fig. 2.2(c) and (d) in neighborhoods around $C_0$ and $C_1$, respectively. Note that the coordinate change that transforms a generic map $f$ near a cusp point into its normal form $F$ deforms the curves $J_0$ and $\hat{J}_0$ to parabolas and the curve $J_1$ to a standard cusp. Furthermore, it ‘straightens out’ the line field $E$ to horizontal lines.

Figure 2.3 shows how the action of the map $F$ can be interpreted geometrically as a projection via the cusp surface $S$ in $(x, y, z)$-space given by $-x^3 - 3xy - z = 0$. Note that $S$ is a graph over the $(x, y)$-plane, but not over the $(z, y)$-plane. Any point $(x_0, y_0)$ in the $(x, y)$-plane corresponds to a unique point on $S$ under projection in the $z$-direction. It is then mapped to the unique point $F(x_0, y_0)$ under projection in the $x$-direction. Conversely, a point $(z_0, y_0)$ in the $(z, y)$-plane lifts to a single point
Fig. 2.3. Visualization in \((x, y, z)\)-space of how the normal-form map (2.2) can be interpreted as a projection via the cusp surface \(S\). The curve \(W\) in the \((x, y)\)-plane is mapped to the curve \(F(W)\) in the \((z, y)\)-plane; the example is phase portrait 31 of Fig. 5.2.

on \(S\) in the region of unique pre-images, to two points on \(S\) if \((z_0, y_0) \in J_1\), and to three points on \(S\) in the region of three pre-images. Notice also the (projection of) the curves \(J_0\) and \(\hat{J}_0\) on \(S\).

Figure 2.3 also shows how a parabola \(W\) in the \((x, y)\)-plane ‘around’ the pre-cusp point \(C_0\) maps under \(F\). The result is a curve \(F(W)\) in the \((z, y)\)-plane with a self-intersection and two tangencies with \(J_1\), one at either side of the cusp point \(C_1\). This can be understood by considering the projection of the parabola onto the cusp surface \(S\), and then down to the \((z, y)\)-plane.

3. Normal-form setting of the cusp-cusp bifurcation. At the cusp-cusp bifurcation there is a tangency of an invariant curve \(W\) with the curve \(J_0\) at a pre-cusp point \(C_0\). As a consequence, \(f(W)\) has a cusp exactly at the cusp point \(C_1\) on \(J_1\). This codimension-two bifurcation can be classified as a global bifurcation, because it involves an invariant curve. Nevertheless, we can consider a normal-form setting in the small neighborhoods \(U\) and \(V\) of \(C_0\) and \(C_1\), respectively, by replacing \(f\) near \(C_0\) with the normal-form map \(F\) as given by (2.2). Then the curves \(J_0\) and \(\hat{J}_0\) are the parabolas given by (2.3) and (2.5) and the points \(C_0\) and \(C_1\) are at the origin of the \((x, y)\)- and \((z, y)\)-planes, respectively. Furthermore, the tangency of \(W\) with \(J_0\) at \(C_0\) is generically quadratic. As a consequence, in any unfolding the intersections of \(W\) with \(J_0\) and \(\hat{J}_0\) in a sufficiently small neighborhood \(U\) are determined entirely by the quadratic nature of the curve \(W\). Therefore, from now on we consider the quadratic
normal form for $W$ in the $(x, y)$-plane given by
\begin{equation}
W := \{ y = \gamma (x - a)^2 + b \}.
\end{equation}

Here the parameters $a, b \in \mathbb{R}$ are the primary unfolding parameters and $\gamma \in \mathbb{R}$ is a higher-order or secondary parameter that determines the ‘steepness’ of $W$ relative to the fixed parabolas $J_0$ and $\hat{J}_0$. The invariant curve in the neighborhood $V$ of $C_1$ is simply given by $F(W)$. Note that the maximum (for $\gamma < 0$) or minimum (for $\gamma > 0$) of $W$ lies at $(x, y) = (a, b)$; the cusp-cusp bifurcation occurs for $a = b = 0$.

The normal-form setting of the cusp-cusp bifurcation is now given as the study of all possible different configurations of $F(W)$ relative to $J_1$ and $C_1$ as a function of the unfolding parameters $a$ and $b$, and for fixed generic values of the higher-order term $\gamma$. These different configurations correspond one-to-one to different types of intersections of $W$ with $J_0$ and $\hat{J}_0$; see already Definition 3.4.

Throughout this paper we use the convention that the orientation of $W$ is from left to right, that is, in the direction of increasing $x$. The orientation of $F(W)$ is induced by this convention. Notice that the map $F$ reverses the orientation of the invariant curve in Fig. 2.3, which is illustrated by the arrows of $W$ and $F(W)$. We have the following general result.

Proposition 3.1 (Orientation of $F(W)$). For any $a$ and $b$ the image $F(W)$ of an (oriented) parabola $W$ of the form (3.1) is oriented from left to right if $\gamma < -\frac{1}{3}$ and from right to left for $\gamma > -\frac{1}{3}$; see also Fig. 3.1(c)–(e).

Proof. The curve
\begin{equation}
R_0 := \{ y = -\frac{1}{3}x^2 \}
\end{equation}
in the $(x, y)$-plane is mapped under the normal-form map $F$ in a two-to-one fashion to the line segment $\{ z = 0$ and $y \leq 0 \}$ in the $(z, y)$-plane. The region above $R_0$ is mapped to the $(z, y)$-plane in an orientation preserving way, that is, positive $x$ are mapped to negative $z$. By contrast, the region below $R_0$ is mapped to the $(z, y)$-plane in an orientation preserving way. The result follows, since the segments for sufficiently large $| x |$ of a parabola of the form (3.1) both lie in either one of the two regions. $\square$

3.1. The cusp-cusp singularity. The nature of the cusp-cusp singularity for $(a, b) = (0, 0)$ depends on the higher-order term $\gamma$ of (3.1). For $(a, b) = (0, 0)$ and for generic $\gamma$ the cusp point $C_1$ is the only intersection point of $F(W)$ and $J_1$. The exception is that $F(W) \equiv J_1$, which happens when either $W = J_0$ or $W = \hat{J}_0$. We further distinguish different cases of the cusp-cusp singularity depending on

- the orientation of $F(W)$,
- whether the curve $F(W)$ is below or above $J_1$, and
- whether or not the cusp of $F(W)$ at $C_1$ points upwards or downwards.

Proposition 3.2 (Cusp-cusp singularity). There are five intervals on the $\gamma$-line of generic cusp-cusp singularities for $(a, b) = (0, 0)$ in (3.1). The boundary points between these intervals are given by $\gamma = -1$, $\gamma = -\frac{1}{3}$, $\gamma = -\frac{1}{4}$, and $\gamma = 0$.

Proof. According to Proposition 3.1 the orientation of $F(W)$ changes when $W$ crosses $R_0$, which gives rise to the boundary point $\gamma = -\frac{1}{3}$. Furthermore, for $W = J_0$ or $W = \hat{J}_0$ we have that $F(W) = J_1$, which gives rise to the boundary points $\gamma = -1$ and $\gamma = -\frac{1}{4}$, respectively. For $W$ above $\hat{J}_0$, that is, for $\gamma > -\frac{1}{4}$ the curve $F(W)$ lies
Fig. 3.1. Sketches of all generic and non-generic cases of the cusp-cusp singularity; see Proposition 3.2. The left-hand panels show \( W \) (red curve) near the pre-cusp point \( C_0 \), and the right-hand panels shown \( f(W) \) (red curve) in relation to \( J_1 \). The curves \( J_0 \) and \( J_1 \) are black, \( \tilde{J}_0 \) is grey, and \( R_0 \) is dashed and double-covers the dashed straight line; the arrows show the direction of parametrization by \( x \). Shown are \( \gamma < -1 \) (a), \( \gamma = -1 \) (b), \( -1 < \gamma < \frac{1}{3} \) (c), \( \gamma = \frac{1}{3} \) (d), \( -\frac{1}{3} < \gamma < -\frac{1}{4} \) (e), \( \gamma = -\frac{1}{4} \) (f), \( -\frac{1}{4} < \gamma < 0 \) (g), \( \gamma = 0 \) (h), and \( 0 < \gamma \) (i). For the generic cases in panels (a), (c), (e), (g) and (i) the associated two-parameter unfoldings of Fig. 5.1 are indicated.

above \( J_1 \). It follows immediately from (2.2) that the cusp of \( F(W) \) is approached from the direction of negative \( y \) for any \( \gamma < 0 \) and from the direction of positive \( y \) for \( \gamma > 0 \). The situation for \( \gamma = 0 \) is degenerate in that \( F(W) \) does not have a cusp at all. ☐

Proposition 3.2 is illustrated in Fig. 3.1, where panels (a), (c), (e), (g) and (i) show the generic cases for \( (a, b) = (0, 0) \). Note that panels (a) and (c) do not differ either in position or orientation in the \((z, y)\)-plane. The difference is that the corresponding curve lies on different sheets of the cusp surface \( S \) (see also Fig. 2.3) and, as we will see in Sec. 5, this leads to different two-parameter unfoldings. Figure 3.1(b), (d), (f) and (h) show the degenerate situations at the boundary points, namely, the situations when \( W = J_0 \), \( W = R_0 \), \( W = \tilde{J}_0 \) and \( W \equiv 0 \), respectively.
3.2. Notion of equivalence. In order to speak of typical or generic situations and their bifurcations we now define what we mean by equivalence. Our definition is in the spirit of [32] where a notion of equivalence was defined with respect to certain bifurcation phenomena. Specifically, we formalize the approach from the literature of distinguishing between different configurations of an invariant curve relative to \( J_1 \) and \( C_1 \). Namely, we consider a curve \( f(W) \) in a neighborhood of \( C_1 \), which is the image of a curve \( W \) in a neighborhood of the associated pre-cusp point \( C_0 \). For notational convenience we give the definition in the context of the normal-form setting, which has the advantage of leaving \( J_0 \) and \( J_1 \) fixed. However, it can be extended in a straightforward manner to define equivalence of two general invariant curves relative to \( J_1 \) in two respective neighborhoods of a cusp point and the corresponding pre-cusp point.

**Definition 3.3 (Generic event).** Consider the image \( F(W) \) of the (oriented) parabola \( W \) given by (3.1) under the normal-form map \( F \). A generic event is either

- a quadratic tangency of \( F(W) \) with \( J_1 \) at a generic point on \( J_1 \) (in a neighborhood of which \( J_1 \) is locally a smooth curve), or
- a transverse intersection of \( F(W) \) with \( J_1 \) at a generic point on \( J_1 \).

In the first two cases we say that two such generic events are of the same type if the respective tangency or intersection points

1. both lie on the same side of the cusp point \( C_1 \) on \( J_1 \), that is, both occur for \( z < 0 \) or both for \( z > 0 \), and
2. they are passed by \( F(W) \) (locally) in the same direction, that is, both towards increasing \( z \) or both towards decreasing \( z \).

We are now able to define equivalence based on the notion of generic events. Note that a cusp on \( W \) is not a generic event.

**Definition 3.4 (Equivalence of an invariant curve relative to \( J_1 \)).** Consider two images \( F(W) \) and \( F(\tilde{W}) \) of two (oriented) parabolas \( W \) and \( \tilde{W} \) given by (3.1) under the normal-form map \( F \). We say that the curves \( F(W) \) and \( F(\tilde{W}) \) are equivalent with respect to \( J_1 \) if they

1. have the same induced orientation, and
2. both encounter the same types of generic events in the same order.

The task for the remainder of this paper is to find all equivalence classes of phase portraits according to this notion of equivalence. Specifically, we need to find all generic two-parameter unfoldings in the \((a, b)\)-plane for different choices of the higher-order term \( \gamma \) in (3.1). We start with a straightforward result on the possible number of events.

**Proposition 3.5 (Number of events).** In the normal-form setting of the cusp-cusp bifurcation, that is, for \( W \) given by (3.1) and any \( a \) and \( b \) and generic \( \gamma \), that is, for \( \gamma \not\in \{ -1, -\frac{1}{2}, -\frac{1}{3}, -\frac{1}{4}, 0, 1 \} \), there are at most

- two (quadratic) tangencies of \( F(W) \) with \( J_1 \),
- two transverse intersection of \( F(W) \) with \( J_1 \), and
- one self-intersection of \( F(W) \).

**Proof.** The curves \( W, J_0 \) and \( \tilde{J}_0 \) are parabolas and graphs over the \( x \)-axis. Therefore, for any \( a, b \) and \( \gamma \), \( W \) can have at most two intersections with \( J_0 \) or \( \tilde{J}_0 \), which limits the respective number of tangencies and intersections of \( F(W) \) with \( J_1 \) to two as well.
Any self-intersection of $F(W)$ must lie in the region under $J_1$, that is, in the $z$-interval between the two (if they exist) unique folds of $F(W)$ with respect to $z$. Furthermore, a self-intersection is due to a pair of points on $W$ with the same $y$-value. According to (3.1) and (2.2) the curve $F(W)$ covers its $y$-range in a two-to-one fashion with a single maximum or a single minimum (depending on the sign of $\gamma$). Since $F(W)$ has either zero or two folds with respect to $z$, there can be at most one such pair of points with the same $y$-value, namely, exactly when the single maximum/minimum of $F(W)$ lies in between the two fold points. □

4. Codimension-one bifurcations. Definition 3.4 gives rise to codimension-one bifurcations that correspond to a transition between equivalence classes of equivalence of the curve $F(W)$ relative to $J_1$. There are five basic codimension-one bifurcations where the change is local, that is, it occurs in a small neighborhood of the bifurcation point in phase cross parameter space. Furthermore, we find bifurcations at infinity and a transition due to the degeneracy of the parametrization (3.1).

4.1. The basic codimension-one bifurcations. A great advantage of the normal-form setting is that it is possible to compute the loci of all these bifurcations explicitly.

**Proposition 4.1** (Basic codimension-one bifurcations). In the normal-form setting of the cusp-cusp bifurcation there are exactly five codimension-one bifurcations for $(a, b) \neq (0, 0)$ in (3.1) that correspond to a local change of events as defined in Definition 3.4. They are illustrated in Figs. 4.1 and 4.2.

1. The cusp transition, denoted by $C$, where the curve $W$ passes through $J_0$ at the pre-cusp point $C_0$, which means that $F(W)$ passes exactly through the cusp point $C_1$ on $J_1$; see Fig. 4.1(a). The locus of this bifurcation in the $(a, b)$-plane is the parabola

$$b = c_C(\gamma) a^2 = -\gamma a^2.$$ (4.1)

2. The loop-creation bifurcation, denoted by $L$, where $W$ crosses $J_0$ tangent to the (horizontal) line field $E$; see Fig. 4.1(b). The locus of this bifurcation in the $(a, b)$-plane is the parabola

$$b = c_L(\gamma) a^2 = -a^2.$$ (4.2)

3. The intersection-at-tangency bifurcation, denoted by $I$, where $F(W)$ self-intersects at a tangency point with $J_1$; see Fig. 4.1(c). The locus of this bifurcation in the $(a, b)$-plane is the parabola

$$b = c_I(\gamma) a^2 = -(9\gamma + 4) a^2.$$ (4.3)

4. The tangency-creation bifurcation, denoted by $T$, where $W$ is tangent to $J_0$; see Fig. 4.2(a). The locus of this bifurcation in the $(a, b)$-plane is the parabola

$$b = c_T(\gamma) a^2 = -\frac{\gamma}{1 + \gamma} a^2.$$ (4.4)

5. The enter-exit bifurcation, denoted by $E$, where $W$ is tangent to $\hat{J}_0$; see Fig. 4.2(b). The locus of this bifurcation in the $(a, b)$-plane is the parabola

$$b = c_E(\gamma) a^2 = -\frac{\gamma}{1 + 4\gamma} a^2.$$ (4.5)
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Proof. Each of these bifurcations is defined by a codimension-one condition on the parabola $W$ as given by (3.1), so that their loci can be computed explicitly.

1. By definition of the cusp-transition bifurcation, $W$ passes through the pre-cusp point $C_0$ at $(x, y) = (0, 0)$. Substitution into (3.1) gives the locus.

2. Since the line field $\mathcal{E}$ of the normal-form map $F$ consists of horizontal lines, a loop-creation bifurcation occurs when the extremum at $(x, y) = (a, b)$ of $W$ lies on $J_0$. Substitution into (3.1) gives the locus.

3. A transversal crossing of $W$ and $J_0$, say, at $(x_0, y_0)$, corresponds to a tangency of $F(W)$ with $J_1$. Hence, an intersection-at-tangency bifurcation occurs when $W$ intersects $\hat{J}_0$ at the same $y$-value, that is at some point $(x_1, y_0)$. From (2.2), (2.3) and (2.5) we conclude that then $x_1 = -2x_0$, and we determine $x_0$ from

$$ \gamma(x_0 - a)^2 + b = \gamma(-2x_0 - a)^2 + b $$

as $x_0 = -2a$. Hence, in order for $(x_0, y_0)$ to lie on $J_0$, $a$ and $b$ should be such that

$$ y_0 = \gamma(x_0 - a)^2 + b = -x_0^2 \iff y_0 = 9\gamma a^2 + b = -4a^2, $$

Fig. 4.1. Arrangement of $W$ and $F(W)$ at the cusp-transition bifurcation $C$ (a), the loop-creation $L$ (b), and the intersection-at-tangency bifurcation $I$ (c).
which gives the locus.

4. At the tangency-creation bifurcation $W$ is tangent to $J_0$ at, say, $(x_t, y_t) \in J_0 \cap W$. Since the slopes of $W$ and $J_0$ at $(x_t, y_t)$ must be equal we conclude from (2.3) that

\[
\begin{align*}
  y_t &= \gamma (x_t - a)^2 + b = -x_t^2, \\
  2\gamma (x_t - a) &= -2x_t,
\end{align*}
\]

\[
\Leftrightarrow \begin{align*}
  y_t &= \gamma a^2 (1 + \gamma^2) + b = -\frac{a^2 \gamma^2}{(1 + \gamma^2)}, \\
  x_t &= a \gamma (1 + \gamma^2),
\end{align*}
\]

and this gives the locus.

5. The locus of tangency of $W$ with $\hat{J}_0$ can be derived exactly as for the tangency with $J_0$, by using (2.5) instead of (2.3).

Finally, there are only these five codimension-one bifurcations because, generically in the normal form setting, $W$ can only either intersect $J_0$ and $\hat{J}_0$ transversely, or have a quadratic tangency with $J_0$ or $\hat{J}_0$. In particular, higher-codimension singularities, for example, cubic tangencies, are not possible in the normal-form setting. □

Indeed the codimension-one bifurcations of Proposition 4.1 give rise to different configurations of $F(W)$ and $J_1$. The first three bifurcations involve transverse intersection of $W$ and $J_0$. At the cusp transition bifurcation, a tangency point of $F(W)$ with $J_1$ moves from the left to the right of the cusp point $C_1$. At the loop-creation bifurcation a small loop, that is, a self-intersection, is created; see also Fig. 2.1. At the intersection-at-tangency bifurcation there is an exchange of the order along $F(W)$ between a self-intersection of $F(W)$ and a (generic) tangency between $F(W)$ and $J_1$. The other two bifurcations correspond to codimension-one tangencies of $W$ with $J_0$ and $\hat{J}_0$. At a tangency-creation two transverse intersections of $W$ and $J_0$ and, hence,
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Fig. 4.3. The local interaction of \( W \) with \( J_1 \) and \( \hat{J}_0 \) in a neighborhood \( U \) (a) corresponds to the the local interaction of \( F(W) \) with \( J_1 \) in a neighborhood \( V \) (b). Panels (c) and (d) show the same situation sketched on the Poincaré disk. The example is phase portrait 31; compare with Fig. 2.3.

two (generic) tangencies between \( F(W) \) and \( J_1 \), are created. At the enter-exit bifurcation two transverse intersections of \( F(W) \) and \( J_1 \) are created.

4.2. Representation on the Poincaré disk and bifurcations at infinity.

Events as defined in Definition 3.4 can move outside a fixed neighborhood of interest, which changes the equivalence type of \( F(W) \) inside this neighborhood by changing the number of events that one encounters. In order to represent the entire phase portrait in a compact region, we now introduce the representation of the \((x, y)\)- and \((z, y)\)-planes on the Poincaré disk. The representation on the Poincaré disk is quite popular in bifurcation theory, because any dynamically relevant object can be kept track of even if they bifurcate at (the circle representing) infinity; see, for example, [20].

The Poincaré disk is obtained by ‘closing off’ the plane \( \mathbb{R}^2 \) with a circle that represents the asymptotic directions of curves at infinity. The phase plane is then represented on the unit disk, where points \( e^{i\phi} \) on the unit circle correspond to the directional limits \( \phi \). In the present situation we are concerned with the curve \( W \) relative to \( J_0 \) and \( \hat{J}_0 \), all of which are parabolas and graphs over the horizontal \( x \)-axis. Hence, the directional limits of \( J_0 \) and \( \hat{J}_0 \) for \( x \to \pm \infty \) are \(-\pi/2\), so that these curves start and end on the Poincaré disk at the point \(-i = e^{-\pi i/2}\). Similarly, the curve \( W \) starts and ends at \(-i \) for \( \gamma < 0 \) and at \( i \) for \( \gamma > 0 \). The curve \( J_1 \), on the other hand, has the directional limits 0 and \( \pi \), and the same is true for the image of any parabola as given by (3.1) for any values of \( a \), \( b \) and \( \gamma \). Therefore, \( J_1 \) and \( F(W) \) have the limits \(-1 \) and \(+1 \) on the Poincaré disk. The situation is illustrated in Fig. 4.3 for the phase portrait from Fig. 2.3, that is, \( \gamma > 0 \). Panel (a) of Fig. 4.3 shows the local picture near \( J_0 \) and panel (c) the corresponding picture on the Poincaré disk. The respective images are shown in panels (c) and (d). This is illustrated in Fig. 4.3(d)
We have the following result concerning bifurcations of phase portraits on the Poincaré disk.

**Proposition 4.2 (Bifurcations at infinity).** In the normal-form setting of the cusp-cusp bifurcation with \( W \) given by (3.1) there are three bifurcations at infinity on the Poincaré disk that change the equivalence class according to Definition 3.4.

1. The tangency at infinity, where a generic tangency of \( F(W) \) with \( J_1 \) moves via infinity from one side of the cusp point \( C_1 \) to the other. The locus of this bifurcation is given by \( \gamma = -1 \), which is the vertical asymptote of the coefficient of the tangency creation \( c_T(\gamma) = -\frac{1}{1+\gamma} \); see (4.4) and, for example, the transition between phase portraits 2 and 9 in Fig. 5.2.

2. The intersection at infinity, where a transverse intersection of \( F(W) \) and \( J_1 \) moves via infinity from one side of the cusp point \( C_1 \) to the other. The locus of this bifurcation is given by \( \gamma = -\frac{1}{4} \), which is the vertical asymptote of the coefficient of the enter-exit bifurcation \( c_E(\gamma) = -\frac{1}{1+\gamma} \); see (4.5) and, for example, the transition between phase portraits 15 and 22 in Fig. 5.2.

3. The self-intersection at infinity, where a self-intersection of \( F(W) \) bifurcates at the boundary of the Poincaré disk. This happens by a swap between the begin and end points of \( F(W) \) at \( \pm 1 \), and this also results in a change of direction of \( F(W) \). The locus of this bifurcation is given by \( \gamma = -\frac{1}{3} \), which corresponds to the crossing of \( W \) and \( R_0 \); see (3.2) and, for example, the transition between phase portraits 7 and 15 in Fig. 5.2.

**Proof.** The respective changes (of phase portraits) and their loci follow immediately from the fact that the loci of the tangency bifurcation and the enter-exit bifurcation have asymptotes.

For any fixed values of \( a \) and \( b \) the limits for \( x \to \pm \infty \) of the parabola \( W \) lie below the curve \( R_0 \) if \( \gamma < -\frac{1}{3} \), and above the curve \( R_0 \) if \( \gamma > -\frac{1}{3} \). This means that the directional limits of \( F(W) \) change when \( \gamma \) crosses \(-\frac{1}{3} \). Effectively, the two ends of \( F(W) \) reconnect differently to the points \( \pm 1 \) on the boundary of the Poincaré disk. Note that for the degenerate case of \( \gamma = -\frac{1}{3} \) they both approach the curve \( \{ z = 0 \} \), that is, the point \(-i\) on the boundary of the Poincaré disk. One can view this as an ‘ambivalent connection’ to the points \( \pm 1 \) via the lower quarters of the circle at infinity.

**4.3. Inversion near the cusp.** As we discuss now, there is one more possibility for transitions between equivalence classes of \( F(W) \). Recall that according to Proposition 3.2 the passage through the degenerate case \( \gamma = 0 \) changes the type of the central singularity for \((a, b) = (0, 0)\). This also has consequences for \( F(W) \) if \((a, b) \neq (0, 0)\).

**Proposition 4.3 (Inversion near cusp).** The parabola \( W \) given by (3.1) has a maximum for \( \gamma < 0 \) and a minimum for \( \gamma > 0 \). As a result, near the cusp point \( C_1 \) on \( J_1 \) the curve \( F(W) \) has a local maximum for \( \gamma < 0 \) and a local minimum for \( \gamma > 0 \). We call the transition through the degenerate case \( \gamma = 0 \) the inversion near the cusp, and it results in a change of the phase portrait in the case that \( F(W) \) interacts with \( J_1 \); see, for example, the transition between phase portraits 24 and 29 in Fig. 5.2.

Note that the inversion near the cusp is not a bifurcation in a classical sense. Rather it is a degeneracy of the parametrization, which changes the direction in which \( F(W) \) approaches a neighborhood of the cusp point \( C_1 \). This manifests itself quite
dramatically as a type of ‘inversion’ in this neighborhood. There are actually only three different transitions featuring an inversion near the cusp; see already Fig. 5.1 and Fig. 5.2, and compare panels 24 to 29, 25 with 30, and 26 with 31. We refer to the inversion near the cusp loosely as a bifurcation (albeit an unusual one) of codimension-one, because it forms a codimension-one boundary between equivalence classes of $F(W)$ in $(a, b, \gamma)$-space.

5. Two-parameter unfoldings in the $(a, b)$-plane. The five codimension-one bifurcations of Sec. 4.1 are all given by parabolas $b = c_\gamma(\gamma)a^2$ through the origin. Hence, the bifurcation diagram in the $(a, b)$-plane is determined entirely by the ordering of the respective bifurcations, which is given by the sizes of the coefficients $c_\gamma(\gamma)$. In Fig. 5.1 we show all information on the cusp-cusp unfolding (in the normal-form setting) in a convenient and very condensed representation by plotting the graphs of the functions $c_\gamma(\gamma)$. This corresponds geometrically to showing how the slices \( \{a = \pm 1\} \) in the $(a, b)$-plane change with $\gamma$. The different bifurcations are shown in different colors as introduced in Figs. 4.1 and 4.2. In this representation the other bifurcations in Secs. 4.2 and 4.3 are vertical lines since they do not depend on $a$ and $b$.

The set of all bifurcation curves divides the $(\gamma, c_\gamma(\gamma))$-plane into 32 regions of equivalent phase portraits; the insets show enlargements of two rather small regions. Representatives of all 32 phase portraits that one finds for $a > 0$ are shown as sketches on the Poincaré disk in Fig. 5.2. Since all bifurcation curves in the $(a, b)$-plane are parabolas through the origin, the bifurcation diagram is symmetric under the operation $a \mapsto -a$. It follows directly from (2.2) and (3.1) that the corresponding phase portraits for $a < 0$ are obtained by reflecting the curve $F(W)$ on the $y$-axis on the $(z, y)$-plane without changing its orientation, so that all events (see Definition 3.3) now occur on the opposite side of $C_1$ and in the reverse order. We call the thus obtained phase portrait the conjugate phase portrait and denote it by a bar across the number. Note that a phase portrait and its conjugate are generally not equivalent.

The unfoldings represented in Figs. 5.1 and 5.2 were obtained by a combination of analysis and topological arguments — guided by exploration on the computer. We stress again that in the normal-form setting all bifurcation curves can be found analytically. Furthermore, phase portraits can be explored simply by plotting $F(W)$ relative to $J_i$ for appropriate values of $a$, $b$ and $\gamma$. The overall result can be summarized as follows.

**Proposition 5.1 (Two-parameter unfoldings).** There are eight two-parameter unfoldings in the $(a, b)$-plane, denoted I–VIII, as shown in Figs. 5.1. The boundary points between the respective intervals of the $\gamma$-line are $-1$, $-\frac{2}{3}$, $-\frac{1}{2}$, $-\frac{1}{3}$, $-\frac{1}{4}$, $0$, and 1.

**Proof.** According to Propositions 4.2 and 4.3, the points $\gamma = -1, \gamma = -\frac{1}{3}, \gamma = -\frac{1}{4}$, and $\gamma = 0$ give rise to changes of the equivalence class of phase portraits and, hence, of neighboring two-parameter unfoldings in the $(a, b)$-plane. It follows from (4.1) and (4.3) that $c_C(\gamma)$ and $c_I(\gamma)$ intersect at $\gamma = -\frac{1}{2}$, where the cusp transition and the intersection-at-tangency bifurcation change their order. Similarly, from (4.1) and (4.2), $c_C(\gamma)$ and $c_L(\gamma)$ intersect at $\gamma = 1$, where the cusp transition and the loop creation change their order. Finally, from (4.3) and (4.4) we conclude that $c_I(\gamma)$ is tangent to $c_F(\gamma)$ at $\gamma = -\frac{2}{3}$. This means that the intersection-at-tangency happens at a double-tangency point on $J_1$. Therefore, the intersection at $\gamma = -\frac{2}{3}$ is a genuine codimension-two point that leads to a change in the phase portraits. Indeed, for $(a, b)$
Division of the \((\gamma, c_*(\gamma))\)-plane into regions of different phase portraits for \(a > 0\), which are shown in Fig. 5.2; see Proposition 5.1. The \(\gamma\)-axis is divided into regions of different two-parameter unfoldings, cases i–viii, which are shown individually in Figs. 5.3 to 5.10. The colors of the dividing codimension-one bifurcations from Proposition 4.1 are as introduced in Figs. 4.1 and 4.2; the dash-colored vertical curves are the corresponding bifurcations at infinity from Proposition 4.2; the vertical dark blue line is the inversion near the cusp from Proposition 4.3.

in between the tangency-creation and intersection-at-tangency bifurcation curves, the self-intersection of \(F(W)\) lies closer to \(C_0\) than the two tangencies of \(F(W)\) with \(J_1\) if \(\gamma < -\frac{2}{3}\), while it lies furthest away from \(C_1\) if \(\gamma > -\frac{2}{3}\); compare phase portraits 8 and 13 in Figs. 5.4 and 5.5, respectively.

The individual two-parameter unfoldings i–viii in the \((a, b)\)-plane are shown individually in Figs. 5.3 to 5.10. In each figure, the middle panel shows how the colored codimension-two bifurcation curves of Proposition 4.1 divide the \((a, b)\)-plane into regions of different phase portraits. The surrounding panels on the left show the respective configurations of \(W\) near \(C_0\) and those on the right that of \(F(W)\) near \(C_1\). Both the bifurcation curves and the configurations of \(W\) and \(F(W)\) were drawn in Matlab directly from their respective formulas. In this way, one gets an impression of actual shapes and sizes. In particular, we chose a fixed neighborhood of \(C_0\) and its image, which is a fixed neighborhood of \(C_1\). Hence, all panels in Figs. 5.3 to 5.10 can be directly compared in terms of scale; where necessary, insets provide enlargements of how \(F(W)\) lies relative to \(J_1\). A slight disadvantage of choosing a fixed neighborhood for all cases is that an intersection of \(W\) with \(J_0\) or \(\hat{J}_0\), and thus the corresponding
Fig. 5.2. Sketches on the Poincaré disk of all generic phase portraits for $a > 0$ of $F(W)$ (red curve) in relation to $J_1$ (black curve); the arrows show the direction of parametrization by $x$. The respective phase portraits for $a < 0$ are obtained by the operation of conjugation.
Fig. 5.3. Case i: $-\infty < \gamma < -1$

The two-parameter unfolding in the $(a, b)$-plane with the bifurcation curves $C$ (blue), $L$ (black), $I$ (purple), $T$ (orange), and $E$ (green); compare with Figs. 4.1 and 4.2. Representative phase portraits near $C_0$ are presented anti-clockwise from the second image at the top, and near $C_1$ clockwise from the third image at the top; shown are $W$ and $F(W)$ (red curves), $J_0$ and $J_1$ (black curves), and $J_0$ (grey curve). The data is for $\gamma = -1.5$, with phase portraits for $(a, b) = (0.2, 1.7)$, $(a, b) = (0.7, 1.7)$, $(a, b) = (2.0, 1.7)$, $(a, b) = (2.0, -1.7)$, $(a, b) = (0.7, -1.1)$, and $(a, b) = (0.2, -1.7)$, respectively.

generic event, may have ‘moved’ outside of a panel. All phase portraits shown in Figs. 5.3 to 5.10 are for $a > 0$, as was the case for the sketches in Fig. 5.2 (which contain all occurring generic events). Note that crossing the line $a = 0$ above or below all bifurcation curves does not constitute a bifurcation, so that the respective phase portraits must be invariant under conjugation. The fact that this is indeed the case is evidence of the consistency of the unfoldings in Figs. 5.3 to 5.10.

As mentioned, the phase portraits for $a < 0$ can be obtained by conjugation, but a conjugate phase portrait may be equivalent to a different phase portrait for $a > 0$. The following phase portraits do not result in new phase portraits under conjugation with respect to the original list of 32 for $a > 0$ in Fig. 5.2.
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The two-parameter unfolding in the \((a, b)\)-plane with the bifurcation curves \(C\) (blue), \(L\) (black), \(I\) (purple), \(T\) (orange), and \(E\) (green); compare with Figs. 4.1 and 4.2. Representative phase portraits near \(C_0\) are presented anti-clockwise from the second image at the top, and near \(C_1\) clockwise from the third image at the top; shown are \(W\) and \(F\) (red curves), \(J_0\) and \(J_1\) (black curves), and \(\bar{J}_0\) (grey curve). The data is for \(\gamma = -0.9\), with phase portraits for \((a, b) = (0.2, 1.7), (a, b) = (0.2, 0.3), (a, b) = (0.8, 1.7), (a, b) = (2.0, 1.7), (a, b) = (2.0, -1.7),\) and \((a, b) = (1.0, -1.7),\) respectively.

- invariant under conjugation: 1, 6, 7, 12, 15, 20, 21, 26, and 31.
- identities under conjugation: \(\overline{22} = 27, \overline{23} = 28,\) and \(\overline{24} = 29.\)

As a result, there are 17 new classes of phase portraits that one obtains under conjugation from the original list for \(a > 0,\) namely

- \(\overline{2}, \overline{3}, \overline{4}, \overline{5}, \overline{8}, \overline{9}, \overline{10}, \overline{11}, \overline{13}, \overline{14}, \overline{16}, \overline{17}, \overline{18}, \overline{19}, \overline{25}, \overline{30},\) and \(\overline{32}.\)

This means that there are a total of 51 different phase portraits according to Definition 3.4. If one chooses to consider conjugate phase portraits to be the same, that is, one does not distinguish between the two parts of \(J_1\) (either side of the cusp point) on which the intersections and tangencies occur, then there are a total of 29 phase
Fig. 5.5. Case iii: $-\frac{3}{2} < \gamma - \frac{1}{2}$.
The two-parameter unfolding in the $(a, b)$-plane with the bifurcation curves $C$ (blue), $L$ (black), $I$ (purple), $T$ (orange), and $E$ (green); compare with Figs. 4.1 and 4.2. Representative phase portraits near $C_0$ are presented anti-clockwise from the second image at the top, and near $C_1$ clockwise from the third image at the top; shown are $W$ and $F(W)$ (red curves), $J_0$ and $J_1$ (black curves), and $J_0$ (grey curve). The data is for $\gamma = -0.53$, with phase portraits for $(a, b) = (0.5, 1.7), (a, b) = (1.3, 1.7), (a, b) = (1.5, 1.7), (a, b) = (1.7, 0.8), (a, b) = (1.7, -1.7)$, and $(a, b) = (1.0, -1.7)$, respectively.

portraits.

5.1. Relevance of normal-form unfoldings. The map $F$ is the normal form for any endomorphism $f$ in a sufficiently small neighborhood of a generic cusp point $C_1$ on $J_1$. Furthermore, at the cusp-cusp bifurcation the tangency of the smooth invariant curve $W$ with $J_0$ at the pre-cusp point is quadratic. Therefore, we have the following.

**Corollary 5.2.** Consider a family of planar endomorphisms $f_{\lambda}$ with a cusp-cusp bifurcation at the parameter point $(\lambda_1, \lambda_2)$, that is, a quadratic tangency of an invariant curve $W$ to a pre-cusp point $C_0$ on $J_0$. Then there exist sufficiently small neighborhoods $U$ of $C_0$ and $V$ of the cusp point $C_1 = f(C_0)$ such that
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The two-parameter unfolding in the \((a, b)\)-plane with the bifurcation curves \(C\) (blue), \(L\) (black), \(I\) (purple), \(T\) (orange), and \(E\) (green); compare with Figs. 4.1 and 4.2. Representative phase portraits near \(C_0\) are presented anti-clockwise from the second image at the top, and near \(C_1\) clockwise from the third image at the top; shown are \(W\) and \(F\) (red curves), \(J_0\) and \(J_1\) (black curves), and \(J_0\) (grey curve). The data is for \(c = -0.4\), with phase portraits for \((a, b) = (1.1, 1.7), (a, b) = (1.8, 1.7), (a, b) = (1.1, -0.3), (a, b) = (1.1, -0.6), (a, b) = (1.1, -0.9), and (a, b) = (0.6, -0.9)\), respectively.

1. Generically, one of the cases \(i\)–\(viii\) of two-parameter unfoldings occurs as the bifurcation diagram of \(f\) in \(V\). Which case occurs depends on the exact position of the two-jet of the curve \(W\) at the cusp-cusp bifurcation relative to the normal form coordinate systems generated by the two-jets of \(J_0\) and \(\hat{J}_0\).

2. For each of the cases \(i\)–\(viii\) the parameters \(\lambda_1\) and \(\lambda_2\) generically unfold the cusp-cusp bifurcation in a sufficiently small neighborhood \(\Lambda\) of \((\lambda_1^*, \lambda_2^*)\). In particular, by varying \(\lambda_1\) and \(\lambda_2\) all respective classes of phase portraits can be found in \(V\).

\textbf{Proof.} Consider the coefficient of the two-jet of \(W\) at \(C_0\) relative to the normal form coordinate systems generated by the two-jets of \(J_0\) and \(\hat{J}_0\). If this coefficient lies
in one of the open regions representing cases i–viii, then this is an open condition. Since the two-jet of $W$ depends continuously on $(\lambda_1, \lambda_2)$, its coefficient does not leave the respective open region for $(\lambda_1^*, \lambda_2^*)$ as long as $\Lambda$ is a sufficiently small neighborhood. Furthermore, generically the map from $(\lambda_1, \lambda_2)$ to $(a, b)$ is a local diffeomorphism. Hence, generically, $(\lambda_1, \lambda_2)$ unfolding the cusp-cusp bifurcation. □

Proposition 5.2 is in the spirit of local bifurcation theory: it states that the generic open regions corresponding to cases i–viii are stable under perturbation of the purely quadratic character of the normal form, so that they must be expected in practical situations. Note also that, no matter which case of unfolding occurs, the five codimension-one bifurcations of Proposition 4.1 are, generically, part of the
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Fig. 5.8. Case vi: \(-\frac{1}{4} < \gamma < 0\)

The two-parameter unfolding in the \((a, b)\)-plane with the bifurcation curves \(C\) (blue), \(L\) (black), \(I\) (purple), \(T\) (orange), and \(E\) (green); compare with Figs. 4.1 and 4.2. Representative phase portraits near \(C_0\) are presented anti-clockwise from the second image at the top, and near \(C_1\) clockwise from the third image at the top; shown are \(W\) and \(F(W)\) (red curves), \(J_0\) and \(J_1\) (black curves), and \(J_0\) (grey curve). The data is for \(\gamma = -0.1\), with phase portraits for \((a, b) = (1.0, 1.7)\), \((a, b) = (3.5, 1.7)\), \((a, b) = (4.0, 1.7)\), \((a, b) = (4.0, -1.0)\), \((a, b) = (1.6, -4.0)\), and \((a, b) = (0.5, -4.0)\), respectively.

bifurcation diagram of \(f\) in \(V\). When \(\lambda_1\) and \(\lambda_2\) are changed outside \(\Lambda\) then an intersection or (generic) tangency of \(f(W)\) with \(J_k\) may leave the neighborhood \(V\). This corresponds to bifurcations at infinity; see Proposition 4.2.

The open regions of the normal-form setting are stable under perturbation, but this may or may not be true for the boundaries between them; see Fig. 5.1. First of all we expect the tangency between the curves \(c_I(\gamma)\) and \(c_T(\gamma)\) at \(\gamma = -\frac{2}{3}\) to be preserved under perturbations, because it corresponds to a genuine codimension-two bifurcation, namely a simultaneous tangency-creation and intersection-at-tangency bifurcation. On the other hand, the tangency between the curves \(c_E(\gamma)\), \(c_T(\gamma)\) and \(c_C(\gamma)\) at \(\gamma = 0\) should be destroyed by generic perturbations. However, as follows
Fig. 5.9. Case \( \text{vii}: 0 < \gamma < 1 \)
The two-parameter unfolding in the \((a, b)\)-plane with the bifurcation curves \( C \) (blue), \( L \) (black), \( I \) (purple), \( T \) (orange), and \( E \) (green); compare with Figs. 4.1 and 4.2. Representative phase portraits near \( C_0 \) are presented anti-clockwise from the second image at the top, and near \( C_1 \) clockwise from the third image at the top; shown are \( W \) and \( F(W) \) (red curves), \( J_0 \) and \( J_1 \) (black curves), and \( J_0 \) (grey curve). The data is for \( \gamma = 0.5 \), with phase portraits for \( b = -8.0 \) and \( a = 7.5 \), \( a = 6.0 \), \( a = 4.5 \), \( a = 3.5 \), \( a = 2.0 \), and \( a = 0.5 \), respectively.

from the definition of the bifurcations involved, the order of the bifurcations cannot change. Similarly, we expect that the tangency between the curves \( c_E(\gamma) \) and \( c_I(\gamma) \) at \( \gamma = -\frac{1}{4} \) exactly at the intersection with \( c_L(\gamma) \) will be destroyed, while the order of the curves \( c_E(\gamma) \) and \( c_I(\gamma) \) will be maintained. Overall, new regions may be created that feature phase portraits that do not occur in the normal form. However, because the invariant curve \( W \) is assumed to have a quadratic tangency (which is a generic assumption), the perturbation of the boundary curves in Fig. 5.1 is small and goes to zero as the cusp-cusp point \((\lambda_1^*, \lambda_2^*)\) is approached. In other words, sufficiently close to \((\lambda_1^*, \lambda_2^*)\) one should expect to see ‘only’ the two-parameter unfoldings \( \text{i–viii} \) presented here.
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Fig. 5.10. Case viii: $1.0 < \gamma < \infty$

The two-parameter unfolding in the $(a, b)$-plane with the bifurcation curves $C$ (blue), $L$ (black), $I$ (purple), $T$ (orange), and $E$ (green); compare with Figs. 4.1 and 4.2. Representative phase portraits near $C_0$ are presented anti-clockwise from the second image at the top, and near $C_1$ clockwise from the third image at the top; shown are $W$ and $F(W)$ (red curves), $J_0$ and $J_1$ (black curves), and $J_0$ (grey curve). The data is for $\gamma = 2.0$, with phase portraits for $b = -8.0$ and $a = 6.5$, $a = 4.5$, $a = 3.2$, $a = 2.3$, $a = 1.5$, and $a = 0.3$, respectively.

In any practical application of Proposition 5.2 it will be interesting to see how big the neighbourhoods $\Lambda$ and $V$ are. Indeed, the larger they can be chosen, the easier it is to identify the different types of phase portraits that must occur near the cusp-cusp bifurcation. In practice, it is possible to deduce which case one is dealing with by carefully finding the respective phase portraits in $V$, as we will see from the example in the next section.

6. Cusp-cusp bifurcation in an adaptive control system. As a concrete example we consider the one-dimensional first-order approximation of a linear, time-invariant, single-input single-output process with a unit time delay introduced in [9]. In this example, the plant contains an unknown parameter that must be estimated us-
Fig. 6.1. Global phase portrait of the map \( g \) of (6.1) for \( p = 0.81 \), \( c = 1.2 \), \( \gamma = -0.153 \) and \( \beta = 1.0005 \). Shown is how the unstable manifold \( W^u(\Gamma) \) of the saddle period-30 orbit \( \Gamma \) interacts with the curves \( J_0 \), \( J_0 \) and \( J_1 \). The situation is close to a cusp-cusp bifurcation, as is evidenced by how \( W^u(\Gamma) \) approaches the cusp point \( C_1 \).

ing input-output data available from previous time intervals. The objective is to design a controller that will track a constant nonzero reference signal. In non-dimensional form, this leads to the planar endomorphism

\[
g : \begin{pmatrix} x \\ y \end{pmatrix} \mapsto \begin{pmatrix} -xy + \eta \\ \beta y + \frac{px(-yx+\gamma-1)}{c+x^2} \end{pmatrix},
\]

where \( x \) is the output signal — which should equal 1 if the controller achieves its objective — and \( y \) corresponds to the estimation of the unknown parameter in the system. The parameter \( \eta \) corresponds to a constant disturbance on the system, and \( p \) is directly related to the adaptation gain. The parameters \( \beta \) and \( c \) determine the effectiveness of the feedback controller; \( \beta = 1 \) was used in [9]. The noninvertibility of the map is due to the time delay, or sampling time, when constructing the feedback.

The three-parameter family with \( \beta = 1 \) was also studied in the tutorial paper [10], where it was shown that a saddle exists with an unstable manifold that intersects with a cusp on \( J_1 \). The phase portraits in [10] were a direct motivation for us to
investigate the codimension-two bifurcation organizing this type of behaviour, namely the cusp-cusp bifurcation. Our study of the possible unfoldings in Sec. 4 indicates that the family (6.1) for \( \beta = 1 \) displays the arrangements of an invariant curve near a cusp point \( C_1 \) that can be found in unfolding vii. The respective phase portraits are part of a scenario that involves the unstable manifold of a period-30 orbit inside a resonance tongue in some appropriate parameter plane. Unfortunately, while this unstable manifold has a quadratic tangency with \( J_0 \) very close to the pre-cusp point \( C_0 \), it is not possible to vary the parameters such that the tangency occurs exactly at \( C_0 \) before leaving the narrow period-30 resonance tongue.

In order to find a cusp-cusp bifurcation for the family (6.1) it is necessary to vary \( \beta \). Specifically, we consider the \((\eta, \beta)\) plane for fixed \( p = 0.81 \) and \( c = 1.2 \). By starting at \((\eta, \beta) = (-0.14, 1.0)\), we found a cusp-cusp point at \((\eta, \beta) \approx (-0.14439095, 1.00181158)\). Figure 6.1 shows the general arrangement of the period-30 orbit \( \Gamma \) (green crosses) and
Fig. 6.3. The main panel is the bifurcation diagram in the $(\eta_c, \beta_c)$-plane for fixed $p = 0.81$ and $c = 1.2$, where $\eta_c$ is the distance from the cusp point and $\beta_c$ the $\beta$-distance from the curve $C$. In this representation the cusp-cusp bifurcation point $A K_27$ is at the origin. The solid curves $C$ (blue) and $L$ (black) were continued numerically, while the dashes curves $I$ (purple), $T$ (orange) and $E$ (green) were found by a systematic exploration of the $(\eta_c, \beta_c)$-plane. In combination with the surrounding representative phase portraits (for $\eta_c < 0$), the bifurcation diagram can be identified as an unfolding of case vi.

Panel (a) shows a global overview for $\gamma = -0.153$ and $\beta = 0.999727$ of $W^u(p_0)$ near $J_0$, and panel (b) of $W^u(p_1)$ near $J_1$. At this scale panels (a) and (b) are quite representative for all regions of the bifurcation diagram. The exact structure of the interaction of $W^u(p_1)$ with $J_1$ only comes to light in the enlargements shown in the other panels, which are for $\gamma = -0.153$ and $\beta = 0.999727$ (case 27), $\beta = 0.999729$ (case 28), $\beta = 0.999732$ (case 29), $\beta = 0.999738$ (case 30), $\beta = 0.9998$ (case 30), and $\beta = 1.0005$ (case 31).

its unstable manifold $W^u(\Gamma)$ (red curves) for $p = 0.81$, $c = 1.2$, $\eta = -0.153$ and $\beta = 1.0005$. Successive images on the orbit alternate from left to right, move up the middle of the figure, and then separate around the outsides. There are 15 points on each of the two ‘circles’ surrounding a period-2 orbit (not shown). Also shown are the curves $J_0$, $\hat{J}_0$ and $J_1$; see also already Fig. 6.4 for the global arrangements of these curves. On the scale of Fig. 6.1 it appears that the system is very close to a quadratic tangency of $W^u(\Gamma)$ at the pre-cusp $C_0$ on $J_0$ and a resulting cusp-cusp singularity at $C_1$ on $J_1$. From Proposition 3.2 and Fig. 3.1 we conclude with the direction of cuspidal appearance of $W^u(\Gamma)$ near $C_1$ that we must expect an unfolding of either case vii or viii.

As part of our subsequent analysis of (6.1) we computed the bifurcation diagram of Fig. 6.2(a) in the $(\eta, \beta)$-plane for fixed $p = 0.81$ and $c = 1.2$; see Appendix A for details of the numerical algorithms. Figure 6.2(a) shows a curve, $NS$, of Neimark-Sacker bifurcations along which a torus bifurcates. The resonance tongue of the period-30
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Fig. 6.4. Global phase portrait of the map \( g \) of (6.1) for \( p = 0.81, c = 1.2, \gamma = -0.153 \) and \( \beta = 1.0005 \), showing also the stable set \( W^s(\Gamma) \) of the period-30 orbit \( \Gamma \); compare with Fig. 6.1.

orbit emanates from a resonance point on \( NS \) and is bounded by two saddle-node bifurcations of periodic orbits, denoted \( SN \). Shown in black is the curve \( L \) of loop-creation, which is very close to the blue curve \( C \) of cusp-transition. The black dot is the codimension-two cusp-cusp point, where these two codimension-one curves are tangent. To obtain the phase portraits relating to the cusp-cusp bifurcation, one needs to identify a relevant part of the unstable manifold \( W^u(\Gamma) \). These are the lower left branch of the unstable manifold \( W^u(p_0) \) of the point \( p_0 \in \Gamma \), and its image, the lower left branch of \( W^u(p_1) \) of the point \( p_1 = g(p_0) \in \Gamma \). Portions of these two local manifolds are shown in relation to \( J_0 \) and \( J_1 \) in Fig. 6.2(b) and (c), respectively for the case \( (\eta, \beta) = (-0.153, 1.0005) \) from Fig. 6.1.

Note from Fig. 6.2(b) that \( W^u(p_0) \) makes a number of close passes ‘around’ \( C_0 \). This explains that Fig. 6.2(d) shows several invariant curves locally near \( C_1 \) that all form loops as in phase portrait 31, namely one loop for each ‘pass’ of \( W^u(p_0) \) around \( C_0 \); When parameters are changed, it appears possible to create further cusp-cusp points, namely at tangencies of different segments of \( W^u(p_0) \) with \( J_0 \) at \( C_0 \).

In Fig. 6.3 we show the numerically obtained unfolding of the ‘first’ such cusp-cusp bifurcation point, where \( W^u(p_0) \) has a quadratic tangency with \( J_0 \) and \( \hat{J}_0 \) at the pre-
cusp point $C_0$ as its first entry into a neighborhood of $C_0$; see panel (a). The cusp-cusp bifurcation was determined numerically as $(\eta, \beta) \approx (-0.14439095, 1.00181158)$. The central panel shows the bifurcation diagram around this point in the $(\eta_c, \beta_c)$-plane, where $\eta_c$ is the distance from the cusp point in the $\eta$-direction and $\beta_c$ is defined as the distance in the $\beta$-direction from the curve $C$. In this representation the curve $C$ appears as the horizontal $\eta$-axis and the cusp-cusp singularity is at the origin, and this allows for a good comparison with the two-parameter unfoldings of the normal-form setting. Notice the largely differing scales of the axes, which corresponds to the fact that the curves $C$ (blue) and $L$ (black) are very close to each other; compare with Fig. 6.2(a). The remaining curves $I$, $T$ and $E$ are sketched in Fig. 6.3, because they have not been found directly. Rather, they were determined indirectly by a careful examination of the phase portraits associated with the $(\eta_c, \beta_c)$-plane. Indeed their existence can be deduced from the existence of the respective phase portraits of $W^u(p_1)$ relative to $J_1$ near the cusp point $C_1$, which are shown in the surrounding panels of Fig. 6.3. Overall we conclude that the unfolding of the cusp-cusp bifurcation in Fig. 6.3 is topologically as case vii in Fig. 5.9.

We finish by showing in Fig. 6.4 a global view of the period-30 saddle orbit $\Gamma$ of $g$ with is unstable manifold $W^u(\Gamma)$ as well as the part of its stable set $W^s(\Gamma)$ that is connected to $\Gamma$. Notice how the complicated structure of homoclinic and heteroclinic orbits interacts with $J_1$, including the cusp point $C_1$. A parameter-dependent study of this structure can lead to dramatic changes in the dynamics; see [35]. The interplay between features of diffeomorphisms and the folding nature due to noninvertibility is responsible for the interest in the break-up of invariant curves of endomorphisms; see, for example, [10, 11, 23, 26, 21]. It should be clear from Fig. 6.4 that many interesting questions remain for future research.

7. Conclusions. In this paper we have identified and analyzed a codimension-two bifurcation — the cusp-cusp bifurcation — that arises in generic planar endomorphisms $f$. This bifurcation is due to the feature of folding of the phase plane along the singular curve $J_0$. Its image $J_1$ generically has isolated cusp points, which are associated with pre-cusp points on $J_0$ where the eigenvector of the eigenvalue zero of the Jacobian $Df$ is tangent to the curve $J_0$. The cusp-cusp bifurcation occurs when an invariant curve $W$ is tangent to $J_0$ exactly at a pre-cusp point $C_0$. This forces the images $f(W)$ of the invariant curve to have a cusp exactly at the cusp point $C_1$ on $J_1$.

Under perturbation, the cusp point $C_1$ on $J_1$ persists, but the image $f(W)$ may have many different configurations relative to $C_1$ and $J_1$. We chose to define an equivalence relation between two phase portraits in terms of ordered ‘generic events’ along the image of the invariant curve $f(W)$ (see Definitions 3.3 and 3.4. In particular, the codimension-one bifurcations, of which there are five, can be defined rigorously. Our definition makes equivalences easy to verify in specific examples and applications. In particular, it agrees with the distinctions between the different phase portraits and the descriptions of codimension-one bifurcations that have been reported in the literature. Specifically, in the adaptive control example we presented it was straightforward to establish the equivalence of the observed phase images with the respective normal-form unfolding. The technical challenge here was to achieve numerically the required resolution of $J_1$ and the unstable manifold segments.

All possible phase portraits in a local neighborhood of $C_1$ are organized into eight different classes of two-parameter unfoldings. Which case occurs depends on the relative curvatures of $W$, $J_0$ and $\hat{J}_0$ at the bifurcation point. We presented these
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unfoldings and the associated 32 classes of phase portraits (with an additional 17 that may be obtained by conjugation). Our approach has been to represent the quadratic tangency of $W$ with $J_0$ at $C_0$ by a parabola of a given steepness, which is a suitable approximation in a small enough neighborhood of the cusp-cusp point. In combination with the normal form of a map with a cusp singularity this allowed us to introduce a normal form setting of the codimension-two bifurcation. The unfolding parameters in this setting are the horizontal and vertical positions of the maximum or minimum of the parabola ($a$ and $b$ in (3.1)), where $J_0$ is a horizontal line and $C_0$ is at the origin.

The relative curvature of the parabola $W$ is represented by the quadratic coefficient $\gamma$. Depending on the value of $\gamma$, we found the eight cases i–viii. The main results in the paper are represented and illustrated by the division of the $\gamma$-line in Fig. 5.1, the list of possible phase portraits in Fig. 5.2 and the images of the eight unfoldings in Figs. 5.3 through 5.10. How these unfoldings manifest themselves in a practical example was demonstrated with a planar, noninvertible model from adaptive control.

Within the theoretical and numerical framework presented here, it should be possible to locate and continue the respective bifurcation curves in a variety of examples, even noninvertible maps without a cusp point on $J_1$. This means that one may encounter additional codimension-two bifurcations as organizing centers. As we have already briefly mentioned, new bifurcations — of codimension two and three — will also be associated with the boundaries between the different unfoldings presented here. We believe that new bifurcations of planar endomorphisms could be investigated using the same singularity tools utilised in this paper; see [35] for an example.

Finally, we mention endomorphisms with phase spaces of dimension larger than two, of which there are hardly any examples in the literature. The reason seems to be that the way phase space is folded is much more complicated and particularly difficult to visualize. We believe that the bifurcation analysis of such noninvertible dynamical systems can only be tackled effectively with tools from singularity theory in the spirit of the study presented here. This presents an interesting and serious challenge for future research.
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Appendix A. Numerical methods.

The unstable manifolds in Figs. 6.1 and 6.4 (red curves) were computed with the method from [19]. The stable sets shown in Figs. 6.4 (blue curves) were computed with the Search Circle algorithm introduced in [6], which does not require the inverse of the map. In fact, shown are the primary manifolds of the 30 periodic points, that is, the unique pieces of the stable set (of the 30th iterate) that contains the respective periodic point; see [6] for details. The bifurcation curves for the adaptive control example Fig. 6.2(a) were computed with the software package TBC [31]. Standard continuation techniques were used to compute the Neimark-Sacker and saddle-node bifurcation curves.

In this section we explain how to continue the curves of loop-creation bifurcation and cusp-transition bifurcation, and to detect the codimension-two cusp-cusp point. To this end we first formulate abstract bifurcation conditions and then discuss their implementation. Conditions for other bifurcations can be formulated and implemented similarly within this framework.

A.1. Abstract bifurcation conditions. For the endomorphism \( f \) we consider the Jacobian determinant function \( J(x) = \det(Df(x)) \). The critical curve \( J_0 \) is implicitly defined by \( J_0 \equiv \{ x \in \mathbb{R}^2 : J(x) = 0 \} \); see (1.2). The tangent to \( J_0 \) at a point \( x \in J_0 \) is then given by the perpendicular to the gradient, \( (\nabla J(x))^\perp \). Thus, the defining condition for \( C_0 \) to be a precusp point on \( J_0 \) is that

\[
(Df(C_0)) \cdot (\nabla J(C_0))^\perp = \begin{pmatrix} 0 \\ 0 \end{pmatrix}.
\]

To specify the interaction of \( J_0 \) with the unstable manifold we assume that \( p \in \mathbb{R}^2 \) is a saddle point of \( f \) (or of an appropriate iterate of \( f \)) and we let

\[
\alpha : [0, \infty) \to \mathbb{R}^2 \quad t \mapsto \alpha(t)
\]

be a parametrization of a branch of the unstable manifold \( W^u(p) \), where \( \alpha(0) = p \). Furthermore, we assume that \( W^u(p) \) intersects the critical curve \( J_0 \) at a point \( \alpha(t^*) \).

We can now formulate the loop-creation condition as

\[
(Df(\alpha(t^*))) \cdot (\alpha'(t^*)) = \begin{pmatrix} 0 \\ 0 \end{pmatrix},
\]

which ensures that \( W^u(p) \) crosses \( J_0 \) tangent to the zero eigenvector, that is, the line field \( E \); see also Proposition 4.1.

Similarly, we formulate the cusp-transition condition as

\[
(Df(\alpha(t^*))) \cdot (\nabla J(\alpha(t^*)))^\perp = \begin{pmatrix} 0 \\ 0 \end{pmatrix},
\]

which ensures that the crossing point is exactly \( C_0 \).
At the codimension-two cusp-cusp point itself, both $\alpha'(t^*)$ and $(\nabla J(\alpha(t^*)))^\perp$ are zero eigenvectors, that is, both equations (A.2) and (A.3) must hold. However, requiring the latter as a condition for a cusp-cusp point turns out to be overdetermined. All we really need is either equation (A.2) or (A.3), along with ensuring the parallel-vectors condition
\begin{equation}
\alpha'(t^*) \cdot \nabla J(\alpha(t^*)) = 0.
\end{equation}

A.2. Implementation. The defining conditions for all three noninvertible bifurcations described above, the loop-creation, the cusp-transition, and the cusp-cusp point, are solved for numerically by using Newton’s method. We use the variables
\begin{equation}
x_0, x_1, \ldots, x_k, \mu_1, \mu_2
\end{equation}
where the phase variables $x_i \in \mathbb{R}^2$ and the parameters $\mu = (\mu_1, \mu_2) \in \mathbb{R}^2$. In total these are $2k + 4$ scalar variables.

Each system of equations that we construct must, therefore, satisfy $2k + 4$ scalar equations. We first list the relevant equations.

1. The condition that $x_0$ is a period-$q$ point gives the two scalar equations:
\begin{equation}
f_\mu^q(x_0) - x_0 = 0
\end{equation}

2. We require that $x_1$ be in the unstable eigenspace, which is the common approximation for the condition that $x_1 \in W^u_{loc}(x_0)$; see [24, 34] for proofs why this also holds for noninvertible maps. This gives the single scalar equation
\begin{equation}
x_1 - x_0 \parallel x_1 - x_0 \cdot v^\perp = 0,
\end{equation}
where $v^\perp$ is a unit vector perpendicular to the unstable eigenvector $v$ of $x_0$.

3. The condition that $x_1, \ldots, x_k$ is an orbit for $f^q_\mu$ (which lies on $W^u(x_0)$ if $x_1$ does) gives rise to the $2k - 2$ scalar equations
\begin{equation}
f_\mu^q(x_i) - x_{i+1} = 0, \quad i = 1, \ldots, k - 1
\end{equation}
Note that $q$ needs to be replaced here with $2q$ if the unstable eigenvalue is negative.

4. The condition $x_k = C_0$ gives rise to the two scalar equations
\begin{equation}
Df_\mu^q(x_k) \cdot (\nabla (J_\mu(x_k)))^\perp = \begin{pmatrix} 0 \\ 0 \end{pmatrix}
\end{equation}
The partial derivatives in the gradient are computed using a forward difference quotient.

5. The condition that $W^u_{loc}(x_0)$ undergoes a loop-creation associated with $x_k$ gives rise to the two scalar equations
\begin{equation}
Df_\mu^q(x_k) \cdot t_k = \begin{pmatrix} 0 \\ 0 \end{pmatrix}.
\end{equation}
Here, the vector $t_k = Df^{(k-1)}(x_k) \cdot (x_1 - x_0)/\|Df^{(k-1)}(x_k) \cdot (x_1 - x_0)\|$ is an approximation to a unit tangent vector of the unstable manifold at $x_k$. This equation is intended to be used with (A.7) so that $x_1 - x_0$ is an eigenvector at $x_0$, and thus an approximation to a tangent vector to the unstable manifold at $x_1$ if $x_1$ is close to $x_0$. 
6. The condition that the tangent to $W_u^{loc}(x_0)$ and the gradient of the Jacobian function are perpendicular gives rise to the single scalar equation

$$ (\nabla (J_{\mu}(x_k))) \cdot t_k = 0 \quad (A.11) $$

7. We also require the standard pseudo arclength continuation condition that convergence from the initial guess for Newton’s method is perpendicular to the pseudo tangent $T$ to the bifurcation curve being computed. This gives rise to the single scalar equation

$$ T \cdot ((x_k, \mu_1, \mu_2) - (x_k, \mu_1, \mu_2)_0) = 0. \quad (A.12) $$

Here we approximate the tangent vector $T$ by the direction through the last two computed points. In our case, we project the tangent vector to the four-dimensional product of phase and parameter space, where $x_k$ is considered to be the phase space ‘representative’ for the orbit; the zero subscript of the second tuple indicates that this is the initial guess provided to Newton’s method.

For each of the three bifurcations from Sec. A.1 we require that the $2k + 1$ equations (A.6), (A.7) and (A.8) are satisfied. Furthermore, these bifurcations are defined by additional requirements as follows.

- The codimension-one cusp-transition bifurcation is determined by equations (A.9) and (A.12),
- the codimension-one loop-creation bifurcation is determined by equations (A.10) and (A.12), and
- the codimension-two cusp-cusp point is determined by equation (A.11) along with either (A.9) or (A.10).