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Abstract—Bloom filters are frequently used to identify malicious content like viruses in high speed networks. However, architectures proposed to implement Bloom filters are not power efficient. In this letter, we propose a new Bloom filter architecture that exploits the well-known pipelining technique. Through power analysis we show that pipelining can reduce the power consumption of Bloom filters up to 90%, which leads to the energy-efficient implementation of intrusion detection systems.
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I. INTRODUCTION

NETWORK intrusion detection systems (NIDS) are used to identify the malicious content such as internet worms and viruses in network packets. They typically employ a deep packet inspection functionality, which checks the payload of the packet against a set of known virus and worm signatures. Bloom filters [1] are used in such filtering applications to match strings such as Snort rules [7]. Although Bloom filters have found wide spread usage in networking applications [2], they are not conservative in terms of power. An NIDS consists of 4 Bloom filter engines can dissipate up to 5 W. In order to reduce the power consumption of Bloom filters, we propose to employ a pipelining technique in the architecture of Bloom filters. We call this new type of Bloom filters as pipelined Bloom filters. In this letter, first, we propose a hardware system consists of pipelined Bloom filters as an energy-efficient NIDS. Then, we provide a mathematical analysis to show that the proposed system is more energy-efficient than the regular Bloom filter-based architectures used so far.

II. BLOOM FILTERS

A Bloom filter is a data structure that stores a given set of signatures, by first computing multiple hash functions on each of the members of the set, and then it queries the database for a given input string, by again computing many hash functions of the input with a lookup operation followed over the database. First operation is called programming of the Bloom filter, and the second operation is querying. A typical Bloom filter is illustrated in Fig. 1.

In the programming stage, given a string X, which is a member of the signature set, a Bloom filter computes k many hash values on the input X by using k different hash functions.

Then it uses these hash values as index to the m-bit long lookup vector. It sets the bits corresponding to the index given by the hash values computed. It repeats this procedure for each member of the signature set. In the query stage, for an input string Y, Bloom filter computes k many hash values by utilizing the same hash functions used in programming of the Bloom filter. Bloom filter looks up the bit values located on the offsets (computed hash values) on the bit vector, and,

* If it finds any bit unset at those addresses, it declares the input string to be a nonmember of the signature set, which is called a mismatch.

* Otherwise, it finds all the bits are set, it concludes that input string may be a member of the signature set with a certain probability (false positive probability), which is called a match.

A Bloom filter never produces false negatives, which means if it decides that an input is a nonmember, input certainly does not belong to the signature set. However, it may produce false positives.

Following the analysis of [4], the false positive probability \( f \) is calculated by,

\[
\Pr = \left(1 - e^{-nk/m}\right)^k
\]

where \( n \) is the number of signatures programmed into the Bloom filter, \( m \) is the length of the lookup vector, and \( k \) is the number of hash functions used to implement the Bloom filter. In order to minimize the false positive probability, the value of \( n \) must be quite larger than \( k \). For a fixed value of \( 1/k \), \( m \) must be large enough such that \( \Pr \) gets minimized. The number of hash functions that minimizes the false positive probability

Fig. 1. A regular Bloom filter with k hash functions.
is given by
\[ k = \left( \frac{m}{n} \right) \ln 2 \] (2)

If we take the average number of bits allocated to a single signature, \( \frac{m}{n} = 50 \), the number of hash functions per Bloom filter is calculated as
\[ k = \left( \frac{m}{n} \right) \ln 2, \quad k = (50) \ln 2, \quad k = 35 \] (3)

Substituting \( \frac{m}{n} = 50 \), and \( k = 35 \) into the false positive probability equation, Eqn. 1, yields a small probability with which Bloom filter produces false positives.
\[ f = 0.5^{35} < 3.10^{-11} \] (4)

Hash functions used in the Bloom filters are generally of type universal hash functions [3]. The performance of universal hash functions are explored by Ramakrishna et al [6]. The hash function, being a member of a universal hash function class, maps the input string to an output string, such that collision probability of given any two input strings is small. Given any string \( X \), consisting of \( b \) bits,
\[ X = < x_1, x_2, x_3 \ldots x_b > \] (5)

\( i^{th} \) hash function over the string \( X \) is defined as
\[ h_i(x) = r_{i1} \cdot x_1 \oplus r_{i2} \cdot x_2 \oplus r_{i3} \cdot x_3 \oplus \ldots r_{ih} \cdot x_h \] (6)

where \( r_{ij} \)'s are random coefficients ranging from 1 to \( m \), and \( x_i \)'s are the bits in the input string.

A single Bloom filter uses \( k \) many hash functions in order to make a decision on the input. Hence the power consumption of a Bloom filter shown in Fig. 1 is a summation of the power consumptions of each of the hash functions, \( P_{H_i} \), with the lookup operation, \( P_L \), followed, plus an AND operation:
\[ P_{BF\text{ regular}} = \sum_{i=1}^{k} (P_{H_i} + P_L) + P_{AND} \] (7)

Power consumption of the AND gate is ignored hereafter, since it is minimal compared to the power used by the hash functions. We also assume that the lookup power over a \( m \)-bit vector is approximately constant for each index calculated by any of the hash functions. Since hash functions with the same number of input bits will be implemented with the same number of components and will consume approximately the same amount of power. We can write the power consumption of a regular Bloom filter as follows
\[ P_{BF\text{ regular}} = \sum_{i=1}^{k} (P_{H_i} + P_L) = k.(P_H + P_L) \] (8)

### III. PIPELINED BLOOM FILTERS

Since the number of hash functions required to minimize the false positive probability of a Bloom filter is large, it is better, in terms of power, to implement these hash functions in a pipelined manner. We call this new type of Bloom filters pipelined Bloom filters.

Basically, a pipelined Bloom filter, as shown in Fig. 2, consists of two groups of hash functions. The first stage always computes the hash values. By contrast, the second stage of hash functions only compute the hash values if in the first stage there is a match between the input and the signature sought.

The pipelined Bloom filters will have the same number of hash functions as the regular Bloom filters. Hence the false positive probability is the same. A pipelined Bloom filter exploits the virus free nature of the network traffic in most of the time. At worst, it will operate like a regular Bloom filter, which uses all of the hash functions before making a decision on the type of the input. The advantage of using a pipelined Bloom filter is if the first stage produces a mismatch, there is no need to use the second stage in order to decide whether the input string is a member of the signature set. This is simply because a Bloom filter never produces a false negative.

Let us first derive the probability of match in the first stage. By following a similar analysis of [5], we assume that the hash functions used in each Bloom filter are perfectly random. This is a reasonable assumption since each hash function coefficients are selected randomly in range 1 to \( m \). In the first stage, \( r \)-many of the hash functions are utilized. The probability that a bit is still unset after all the signatures are programmed into the pipelined Bloom filter by using \( k \)-many independent hash functions is \( \alpha \).
\[ \alpha = \left(1 - \frac{1}{m}\right)^{kn} \approx e^{-\frac{kn}{m}} \text{ (for large } m\text{)} \] (9)

where \( \frac{1}{m} \) represents any one of the \( m \) bits set by a single hash function operating on a single signature. Then \( (1 - \frac{1}{m}) \) is the probability that the bit is unset after a single hash value computation with a single signature. For it to remain unset, it should not be set by any of the \( k \)-many hash functions each operating on all of the \( n \)-many signatures in the signature set. Consequently, the probability that any one of the bits is set is
\[ (1 - \alpha) \approx 1 - e^{-\frac{kn}{m}} \] (10)

In order for the first stage to produce a match, the bits indexed by all \( r \) of the independent random hash functions should be set. So the match probability of the first stage is, represented as \( p \),
\[ p = \prod_{i=1}^{r} (1 - \alpha) = (1 - \alpha)^r \approx (1 - e^{-\frac{kn}{m}})^r \] (11)
The mismatch probability of the first stage is simply $1-p$.

$$1 - (1 - e^{-\frac{kn}{m}})^r$$ \hspace{1cm} (12)

With a probability of $(1-p)$ the first stage of the hash functions in the pipelined Bloom filter will produce a mismatch. Otherwise, the first stage produces a match, then the second stage is used to compare the input with the signature sought. Therefore the power consumption of a pipelined Bloom filter is given by

$$P_{BF_{pipeline}} = P_{1st-stage} + P\{\text{match}\} \times P_{2nd-stage}$$

$$P_{BF_{pipeline}} = \sum_{i=1}^{r} (P_{H_i} + P_L) + p \times \sum_{j=r+1}^{k} (P_{H_j} + P_L) + P_{AND}$$ \hspace{1cm} (13)

Again, $P_{AND}$ can be neglected, since it is very small with respect to the power consumption of hash functions. The power consumption of a pipelined Bloom filter simplifies to

$$P_{BF_{pipeline}} = \sum_{i=1}^{r} (P_{H_i} + P_L) + (1 - e^{-\frac{kn}{m}})^r \times \sum_{j=r+1}^{k} (P_{H_j} + P_L)$$

$$= r(P_H + P_L) + (1 - e^{-\frac{kn}{m}})^r (k-r)(P_H + P_L)$$ \hspace{1cm} (14)

The power saving ratio, $PSR$, in a single Bloom filter by deploying pipelining technique can be calculated as

$$PSR = \frac{(P_{regular} - P_{pipeline})}{P_{regular}}$$ \hspace{1cm} (15)

By substituting Equ. 8 and Equ. 14 into Equ. 15, the average power saving ratio, $PSR$, is found out to be

$$PSR = \frac{k - r + (r - k) (1 - e^{-\frac{kn}{m}})^r}{k}$$ \hspace{1cm} (17)

For different values of the number of bits allocated to per signature, $\frac{m}{n}$, power savings over the number of hash functions utilized in the first stage are illustrated in Fig. 3.

The amount of power conserved in the system increases as $\frac{m}{n}$ increases. This is because the number of hash functions deployed in the first stage becomes a smaller portion of the overall hash functions deployed in each configuration. The increase in the PSR value at first stems from the fact that increasing the number of hash functions in the first stage increases the probability of mismatch, thus the second stage is not utilized. After the optimum value, PSR decreases steadily. This is again because, the more hash functions are deployed in the first stage, the more power that they consume. If we increase the number of hash functions used in the first stage to such a degree that all hash functions in the system deployed in the first stage, there remains no power gain at all (i.e., the system behaves just like a regular Bloom filter.)

IV. CONCLUSION

In this paper, we exploited the fact that the most of the current network traffic is not malicious and proposed to pipeline the hash functions in the Bloom filters that are used in network intrusion detection systems. Analytical results show that the pipelining technique significantly decreases the total power consumption of a Bloom filter. It is shown that the lesser the number of hash functions implemented in the first stage of a pipelined Bloom filter, the more the power saving is. The number of bits allocated to per signature, $\frac{m}{n}$, affects the power saving ratio in a pipelined Bloom filter. Analysis performed for feasible values of $\frac{m}{n}$ revealed up to 90% power savings. The selection of the hash functions to be deployed in the first stage of a pipelined Bloom filter is not considered in the current analysis. Our future work will include this as well as experimental evaluation of these novel pipelined Bloom filter architectures.
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