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Abstract

This paper proposes a novel low-complexity block-based global motion estimation algorithm for real-time digital video processing applications. The algorithm involves an 8x8 block-based local motion estimation followed by a least square method to obtain the global motion vector parameters. The translation-zoom global motion model with 3 parameters was adopted and least square computation is done after removing outliers. Blocks are considered outliers if: (i) the block is over-cluttered or (ii) the reference block has too little activity for an accurate motion vector to be estimated. The algorithm is used to estimate the global motion of 3 QCIF test streams at 10 fps, and the parameters are used in 5 typical applications. Respective simulations have produced favorable results emphasizing the usefulness of the proposed algorithm.

Introduction

Global motion replaces motion vectors of background regions with single set of parameters. Previous attempts in estimating global motion ([1], [2], [3], [4]) are computationally intensive, which makes them unsuitable for real-time implementation. This paper proposes a block-based global motion estimation algorithm which involves local block matching and estimation of parameters by least square methods. Outliers are eliminated from the estimation process by identifying flat reference areas and cluttered areas. The parameters found are then used in the following applications:

1. H.263+ reference picture resampling.
2. Foreground/background segmentation.
3. H.263+ foreground quality enhancement by modified TMN8 rate control [6]
5. Automatic background sprite formation.

Due to the block-based nature of the algorithm, it can be readily used in real-time applications.

Theory

Evaluation of global motion parameters begins by dividing the picture into blocks of 8x8 pixels, each indexed by the ordered pair \((r, c)\) where \(r\) is the row index and \(c\) is the column index. Block matching algorithm depicted in TMN8 [6] is used which yields the \(T(r, c) = (m, u, v)\) tuple, where \((u, v)\) forms the motion vector which produces the minimum sum-of-absolute-difference (SAD), \(m\). The process is modified, however, to obtain 3 tuples of the least 3 SAD: \(T(r, c) = (t_1, t_2, t_3)\) instead of 1 tuple; \(t_i\) is the tuple \((m_i, r_i, c_i)\) with the least SAD \(m_i\), and \(t_i\) is the tuple \((m, r, c)\) with the 3rd least SAD \(m_3\). Next, the variances of blocks from the reference picture which are used in the motion estimation of the current block \((r, c)\) is evaluated and denoted by \(\text{Var}(r, c)\). Block \((r, c)\) is considered an outlier if either of the 2 conditions is met:

\[
\begin{align*}
\text{min} \{ |u_i - u_j| + |v_i - v_j| \} > \delta_{\text{threshold}} \\
\text{Var}(r, c) < \text{Var}_{\text{threshold}}
\end{align*}
\]

The first criterion eliminates cluttered regions containing dispersed local minima; the second criterion eliminates 'flat' regions which are sensitive to noise. Each remaining block is used to produce a tuple: \(B(r, c) = \{x, y, v_x, v_y\} = \{8x+4, 8y+4, u_i(r, c), v_i(r, c)\}\), where \((x,y)\) is the center of the block and \(v_x, v_y>r, c\) is the motion vector.

Assuming the \((z, a, b)\) model where \(z, a, b\) denotes zoom factor, horizontal displacement and vertical displacement respectively, we form the equation for each valid block:

\[
\begin{pmatrix}
\mathbf{v}_r \\
\mathbf{v}_v \\
\mathbf{v}_c
\end{pmatrix} =
\begin{pmatrix}
x & 1 & 0 \\
y & 0 & 1 \\
z & 1 & 0
\end{pmatrix}
\begin{pmatrix}
-z \\
0 \\
1
\end{pmatrix}
\]

Eq 1

By applying Eq 1 to the \(\{x, y, v_x, v_y\}\) tuples from each valid block and concatenate them, we obtain an over-determined equation system:

\[
\begin{pmatrix}
\mathbf{v}_r \\
\mathbf{v}_v \\
\mathbf{v}_c
\end{pmatrix} =
\begin{pmatrix}
x_1 & 1 & 0 \\
y_1 & 0 & 1 \\
z_1 & 0 & 1
\end{pmatrix}
\begin{pmatrix}
-1 \\
0 \\
1
\end{pmatrix}
\]

\[
\begin{pmatrix}
x_2 & 1 & 0 \\
y_2 & 0 & 1 \\
z_2 & 1 & 0
\end{pmatrix}
\begin{pmatrix}
-1 \\
0 \\
1
\end{pmatrix}
\]

\[
B = A^{T}A
\]

\[
A = \begin{pmatrix} z_1 & 1 \end{pmatrix}
\]

\[
\hat{z} = (A^T A)^{-1} A^T \mathbf{v}
\]

Eq 2

and by using least square methods, \(z, a\) and \(b\) can be found:

\[
B = A^{T}A
\]

\[
\hat{x} = (A^T A)^{-1} A^T \mathbf{v}
\]

Eq 3

The global motion parameters can then regenerate an 8x8 block-based vector field. Large discrepancy between this vector with the original vector renders the block a foreground block. Repeating this decision criterion on every block yields foreground/background segmentation. This method, along with a simple clustering operation is used to generate the foreground and background slices used in applications 2, 3, 4 and 5.

Results

1. Reference Picture Resampling, H.263 (Annex O)

The QCIF coast-guard is encoded at 64 kbps, 10 fps with H.263+ Annex Q [5] using warping parameters from our algorithm; results from the base-line setting is used as reference. There is a 0.15 dB improvement in PSNR over baseline H.263 encoder.
3 test streams are simulated to extract the foreground from the moving background. The figure below shows the extracted blocks at (a) coast guard, frame 84; (b) Hall, frame 39; and (c) Mobile, Frame 93. In (a) and (b) foreground for 75% of the frames have been extracted successfully; the extraction in (b) is less successful because the moving man stops occasionally and is hence ‘absorbed’ into the background.

Figure 2. Segmented foreground blocks from selected frame.

3. Foreground quality improvements of H.263 sequences

The extracted foreground in Mobile was encoded at 64 kbps with TMN 8 rate control [6] where a weightage of 0.7 was given to the foreground; the PSNR of the foreground blocks is shown to have improved by 3 dB while keeping the overall PSNR within 0.1 dB deterioration.

Figure 3. PSNR comparison of foreground blocks.

4. Error resilience: Sliced structured mode with unequal error protection

Simulations with H.223 Annex D [7] over Bluetooth 1 [8] are carried out and the results show an improvement of error-resilience. A total of 100 Bluetooth channels 1 are simulated with Eb/N0 of 25 dB (BER ~ 0.5x10^-3) and there is an average improvement of PSNR of 2 dB. A typical frame in a sequence is shown:

Figure 4. Frame 299, left-GOB coded; right-slice-coded coded both transmitted through DH1, Eb/N0 = 25 dB (PER = 4.6e-3)

5. Background sprite formation

The Coastguard sequence is used to generate a background sprite by absorbing only background blocks into the long-term memory, the results after 300 frames is shown. Clearly, remnants of the boat are still fairly visible. Further improvements needs to be done to obtain sprites of a higher quality.

Figure 5. Sprite generated from QCIF coastguard at 10 fps.

Conclusions

Simulation results from the 5 applications shows that our algorithm can be used to:
1. Improve compression efficiency of H.263+ encoder.
2. Extract foreground from moving backgrounds.
3. Improve error resilience via slice-structured mode in H.263+.
4. Form long-term background sprites.

All the applications mentioned have been tested with a Pentium III 850 MHz machine and all algorithms are performed offline. The longest time taken is 4 times that of the real-time requirements. With increasing processor speed, these applications will be able to run in real-time in the near future.

Detailed descriptions of this technique and results will be presented in the full paper.
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