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Abstract

A computational framework for probabilistic tsunami risk assessment due to a mega-thrust subduction earthquake is developed and is applied to the 2011 Tohoku Tsunami from retrospective viewpoints. The uncertain tsunami source characteristics are represented by multiple source inversion models and their stochastic variations that are generated using the spectral analysis and synthesis method. By conducting Monte Carlo tsunami simulation, stochastic inundation depth maps can be developed, which are subsequently integrated with tsunami fragility curves to develop stochastic tsunami risk maps. The stochastic tsunami risk maps display spatial variability of tsunami damage probabilities for a building portfolio, reflecting not only possible tsunami scenarios but also uncertain tsunami resistance of buildings. The numerical results indicate that both stochastic tsunami risk maps and risk curves are affected by the local terrain features, proximity to major tsunami sources, and building characteristics (material type and story number). Consideration of different reference tsunami source models in probabilistic tsunami risk assessment are identified as one of the critical contributors to the overall uncertainty of the tsunami risk predictions. Therefore, in determining critical scenarios for tsunami evacuation and risk mitigation, a wide range of possible tsunami scenarios should be considered in light of the current limited seismological knowledge for the mega-thrust subduction earthquake.
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1. Introduction

Tsunami risk due to large subduction earthquakes is catastrophic and is highly uncertain. Devastating tsunami disasters that struck in the last decade include the 2004 Indian Ocean tsunami (Borrero, 2005; Murata et al., 2010) and the 2011 Great East Japan (Tohoku) tsunami (Fraser et al., 2013; Suppasri et al., 2013b). The potential impact of giant tsunamis is calamitous, causing tremendous fatalities (tens to hundreds of thousands), massive damage to structures and infrastructure (hundreds of thousands of houses and buildings, affecting/displacing millions of people), and huge economic loss (tens to hundreds of billion dollars). To mitigate such negative impact, protection and preparedness against tsunami disasters need to be improved by combining hard and soft measures effectively (FEMA, 2008; Murata et al., 2010). The hard measures include construction of coastal defense structures, such as breakwaters and revetments, and evacuation facilities. On the other hand, soft measures can be implemented through early warning systems, emergency planning, and evacuation drills. Generally, hard and soft measures are complementary, and enhance the tsunami resilience of local coastal communities differently. Because the selection and implementation of hard and soft measures depend on the anticipated tsunami hazard scenarios and their potential consequences, accurate hazard and risk assessment for future catastrophic tsunami events is the key for effective disaster risk reduction (DRR). Once predicted hazards are determined, risk managers in municipalities and central governments need to prepare against forecasted hazards. Therefore, it is critically important to know the severity of potential tsunami risks quantitatively.

Major challenges in assessing the tsunami impact are to predict the source characteristics of future tsunamigenic earthquakes (e.g. location, magnitude, and slip distribution) and to quantify the uncertainty associated with the predictions. In particular, earthquake slip distributions and rupture processes have major influence on tsunami wave height and inundation extent (Geist, 2002; McCloskey et al., 2008; Suppasri et al., 2010; Løvholt et al., 2012; Fraser et al., 2014; Goda et al.,
2014; Wiebe and Cox, 2014; Fukutani et al., 2015; Mueller et al., 2015). Recent development in probabilistic tsunami hazard analysis (PTHA) and mapping facilitates the generation of stochastic earthquake source models (Mai and Beroza, 2002; Lavallée et al., 2006; Goda et al., 2014), which represent possible scenarios having different earthquake slips and fault geometry. The stochastic method is based on the spectral analysis of slip heterogeneity in the wavenumber domain and implements the spectral synthesis to generate random fields that have realistic slip characteristics, such as asperities. It is useful for quantifying the effects of uncertain source characteristics on tsunami wave profiles and spatial extent of inundation. By conducting Monte Carlo tsunami simulation based on stochastic source models, stochastic inundation depth maps can be evaluated (Goda et al., 2015; Mueller et al., 2015). An advantage of such probabilistic hazard maps is that the main sources of uncertainty related to the tsunami hazard assessment are taken into account, promoting the informed decisions regarding DRR actions by understanding the consequences of different situations (typical scenario versus worst-case scenario) and by communicating the uncertainty associated with hazard predictions (Pang, 2008).

It is noteworthy that for risk managers and emergency officers, information related to tsunami risk and potential damage is more relevant, e.g. number of collapsed buildings and number of fatalities in different coastal communities. For such purposes, tsunami fragility, which essentially relates site-specific tsunami hazard information to tsunami risk/damage information of a building, is needed to obtain probabilistic estimates of tsunami risk metrics. A tsunami fragility model evaluates damage probabilities of a class of buildings for a given tsunami hazard parameter (e.g. inundation depth and flow velocity). Various empirical tsunami fragility models have been developed as a function of inundation depth based on post-tsunami field observations, numerical simulation, and satellite images for different regions (Koshimura et al., 2009; Reese et al., 2011; Suppasri et al., 2011; Mas et al., 2012; Tarbotton et al., 2015).
This study investigates the uncertainty propagation of earthquake source characteristics in probabilistic tsunami risk analysis by focusing upon the 2011 Tohoku Tsunami from retrospective viewpoints. The 2011 Tohoku event offers unique opportunities to carry out rigorous tsunami risk assessment, because various data and models for earthquake source properties, inundation/run-up measurements, and tsunami damage records are available in detail. The quality and amount of available information are unprecedented in comparison with other previous events. For instance, reliable tsunami inundation and run-up survey results (more than 5,000 locations) are available from the Tohoku Tsunami Joint Survey (TTJS) team (Mori et al., 2011), whereas tsunami damage data as well as building data for the Tohoku region (more than 250,000 buildings) are available from the Ministry of Land, Infrastructure, and Transportation (MLIT) of Japan. Regarding the earthquake source characteristics of the Tohoku event, various inversion models have been developed in the literature (Ammon et al., 2011; Fujii et al., 2011; Hayes, 2011; Iinuma et al., 2011, 2012; Shao et al., 2011; Yamazaki et al., 2011; Gusman et al., 2012; Satake et al., 2013). Based on these, numerous stochastic source models can be generated, and subsequently, Monte Carlo tsunami simulation can be carried out (Goda et al., 2014). It is important to emphasize that stochastic source models generated in this study are intended to cover a wide range of possible earthquake scenarios that may be applicable to tsunami hazard mapping purposes. Moreover, empirical tsunami fragility models for different building materials and story numbers have been developed using the extensive MLIT tsunami damage database (Suppasri et al., 2013a; Charvet et al., 2014). The tsunami hazard and fragility models are then integrated in probabilistic tsunami risk analysis to investigate the variability of tsunami risk metrics in cities and towns along the Tohoku coast. The tsunami risk metrics that are focused upon in this study are the probabilities and the numbers of buildings for several severe damage states (e.g. wash-way, collapse, and complete damage). The building stock that is considered in the damage assessment (i.e. tsunami risk exposure) is that along the Tohoku coast prior to the 2011 Tohoku event (note: as of 2015, rebuilding processes of local communities
affected by the Tohoku Tsunami are still in progress). A novel aspect of this study is that quantitative tsunami risk assessment is carried out at both municipality and regional levels by accounting for uncertainties in establishing earthquake slip distributions. The results have major implications on tsunami risk management and DRR actions for future giant tsunamis in the Tohoku region.

This study is organized as follows. Section 2 presents an analytical procedure for assessing the tsunami risk and damage of buildings. The section consists of a description of a generic methodology for probabilistic tsunami risk assessment (Section 2.1), stochastic modeling of earthquake slips (Section 2.2), Monte Carlo tsunami simulation (Section 2.3), and tsunami fragility and damage analysis (Section 2.4). Section 3 presents tsunami risk analysis results for the building stock in the Tohoku region. The problem set-up is described in Section 3.1. The assessment is conducted by considering a single reference source model (Section 3.2) as well as multiple reference source models (Section 3.3). The latter accounts for epistemic uncertainty associated with stochastic source modeling. Finally, Section 4 provides the main conclusions of this study.

2. Methodology

2.1 Probabilistic tsunami risk analysis

To assess potential impact of future destructive tsunamis by accounting for uncertainty associated with predictions, probabilistic methods for tsunami damage assessment are essential. Important requirements for a viable methodology for tsunami risk assessment are that key variables and model components, such as earthquake source characteristics, wave propagation, tsunami inundation and run-up, and tsunami vulnerability of structures, are modeled comprehensively and that their uncertainty and dependency are propagated consistently through probabilistic calculus. A similar analytical risk analysis framework that has been developed and implemented for seismic hazard and risk assessment (e.g. McGuire, 2004; Yoshikawa and Goda, 2014) can be adopted for
tsunami risk assessment. This is a viable approach for extending the current PTHA (e.g. Geist and Parsons, 2006; Thio et al., 2007; Horspool et al., 2014) that has many common features with probabilistic seismic hazard analysis (e.g. McGuire, 2004) regarding mathematical formulation and uncertainty modeling.

A generic equation for probabilistic risk analysis can be expressed as:

\[
v(DS \geq ds) = \int_{\Omega_{im, EQS}} P(DS \geq ds | im) f_{IM\mid EQS}(im \mid eqs) f_{EQS}(eqs) \int_{\Omega_{IM, EQS}} d\lambda(eqs)
\]

where \(v(DS \geq ds)\) is the annual exceedance probability that the damage state \(DS\) of a structure exceeds a certain tsunami damage threshold \(ds\), \(\lambda(eqs)\) is the annual occurrence rate of earthquake scenarios (EQS) represented by multiple physical parameters (e.g. magnitude, location, geometry, and slip distribution), \(P(DS \geq ds | im)\) is the tsunami vulnerability/fragility function in terms of intensity measure (IM), \(f_{IM\mid EQS}\) is the probability density function of IM given EQS, \(f_{EQS}\) is the probability density function of EQS, and \(\Omega_{IM, EQS}\) is the joint domain of integration for IM and EQS.

A typical IM is the inundation depth, which is often used as an input parameter for tsunami fragility modeling (i.e. \(P(DS \geq ds | im)\)). In tsunami risk analysis, \(f_{IM\mid EQS}\) is evaluated through numerical evaluations of governing equations for tsunami waves and inundation/run-up (e.g. solving the nonlinear shallow water equations for given initial boundary conditions). The uncertainty associated with variable earthquake source characteristics is captured by \(f_{EQS}\). It is noteworthy that when earthquake scenarios are defined for a single source region or a specific situation (e.g. \(M_w 9\)-class subduction events off the Tohoku coast), the interpretation of Equation (1) becomes conditional. Such conditional assessment may be considered for situations where dominant earthquake source regions are identified through historical tsunami records or PTHA, but their occurrence probabilities and potential earthquake sizes cannot be estimated reliably (Kagan and Jackson, 2013). A notable advantage of the conditional evaluations is that the nonlinear physical processes of tsunami wave propagation and inundation as well as the uncertainty of detailed source characteristics can be fully
incorporated in the hazard computation (Goda et al., 2014, 2015). Ideally, complete tsunami hazard/risk analysis is desirable and should take into account both multiple tsunami sources (having a wide range of earthquake magnitudes as in PTHA) and their variability by evaluating the nonlinear governing equations of tsunami inundation. Nonetheless, at present, it is computationally demanding to achieve this, noting that the majority of the PTHA methods are formulated based on the superposition of the linear solutions of the governing equations at near-shore locations with relatively shallow depths (Geist and Parsons, 2006; Thio et al., 2007; Horspool et al., 2014).

This study aims at assessing the tsunami damage to the building stock in the Tohoku region for $M_w 9$-class mega-thrust interface subduction earthquakes. This corresponds to the conditional evaluation of Equation (1), ignoring other distant sources (e.g. tsunamis from Chile). The assessment takes into account a range of variable source characteristics of the earthquakes (i.e. fault geometry and slip distribution), which should contain unexpected or extreme events. The consideration of stochastic earthquake source models in Monte Carlo tsunami simulation and probabilistic tsunami damage assessment is novel. Essentially, this means that uncertainty of initial boundary conditions for tsunami modeling is propagated through dynamical fluid systems and causal tsunami vulnerability relationships for buildings. Such investigations are useful for assessing the sensitivity and variability of tsunami hazard parameters and tsunami risk/damage metrics at both local and regional scales and for hazard mapping, risk communication, and emergency preparedness.

Based on the scope of this study, a computational procedure for carrying probabilistic tsunami risk assessment for buildings in coastal environments is presented in Figure 1. It consists of several major modules: stochastic source modeling, tsunami simulation, exposure modeling (i.e. building data), and tsunami vulnerability assessment. Salient features of these model components are described in Sections 2.2 to 2.4.
2.2 Stochastic source models

An earthquake slip modeling procedure, which is based on spectral analysis of an inversion-based source model and spectral synthesis of random fields, generates earthquake slip distributions with statistical properties equivalent to the inverted source model. The method is based on Mai and Beroza (2002), and has been modified for large mega-thrust subduction earthquakes (Goda et al., 2014). The random-field generation method is designed to balance similarity in key features of the inversion-based models (e.g. overall slip distribution and its spectral characteristics) with dissimilarity of fine details (e.g. locations of large slip patches). A brief summary of the stochastic method is given in Section 2.2.1.

It is important to recognize that the generated stochastic source models are dependent on the source characteristics of the reference model that is derived from inversion analysis. Because data and methods used for constraining the slip distribution over a fault plane differ significantly, details of the slip distribution and fault geometry differ significantly among the inversion models. This reflects the complexity and uncertainty of the rupture process of mega-thrust subduction earthquakes. Therefore, to explore a range of possible slip distributions for a given scenario, multiple reference models should be considered for generating stochastic source models. Key features of the inverted source models for the 2011 Tohoku earthquake, which are adopted for stochastic source modeling in this study, are described in Section 2.2.2. The reference models that are adopted for the stochastic source modeling in Section 2.2.2 are assigned with equal weights. This equal weighting can be changed if specific preferences are given to some of the reference models (e.g. those based on tsunami inversion). Unequal weighing is not considered in this study because the study is aimed at capturing a wide range of slip distributions based on different geophysical data and source inversion methods and a priori performance tests of candidate models are not always feasible to perform.
2.2.1 Spectral synthesis of earthquake slip distribution

A graphical flowchart of the random-field generation procedure is shown in Figures 2, 3, and 4; an example shown in the figure is for an inversion model by Satake et al. (2013).

Prior to spectral analysis, an original slip model needs modifications (STEP 1; Figure 2). An original slip model is read as a cell-based distribution; in this step, an asperity zone, which is used for pattern matching in spectral synthesis, is identified (STEP 1-1). Typically, the asperity zone is defined as a set of sub-faults that have slip values greater than a specified threshold value. Typically, the threshold is set to two to three times the average slip (Mai et al., 2005). One of the key features of the slip models for the 2011 Tohoku earthquake is that very large slip values (e.g. exceeding 40 m) are obtained for a small number of sub-faults (Goda et al., 2014). This results in slip distributions that are significantly different from the normal distribution and exhibit a heavy right-tail feature (in comparison with the normal distribution with the same statistics; see STEP 1-2). This can cause problems in stochastic simulation of slip distributions because the random-field method implemented in this study (Pardo-Iguzquiza and Chica-Olmo, 1993) generates slip distributions with quasi-normal slip values over a fault plane. To deal with non-normal slip distribution, nonlinear scaling of the slip values is considered in the random-field generation procedure. To identify a suitable nonlinear scaling method, in STEP 1-2, characteristics of the slip distribution are analyzed using the Box–Cox transformation, in which an original variable $x$ (i.e. non-normal slip values) is converted into $y$ as: $y = (x^\lambda - 1) / \lambda$. The method identifies the best power transformation parameter $\lambda$ by maximizing the linear correlation coefficient between the standard normal variate and the transformed variable $y$ for different values of $\lambda$. For the Satake et al. model, an optimal value of $\lambda$ is estimated as 0.2 (STEP 1-2). The obtained value of $\lambda$ is used to perform nonlinear scaling of the synthesized slip distributions in spectral synthesis (i.e. inverse Box–Cox transformation; STEP 3-2). Subsequently, the cell-based model is converted to a grid-based model and interpolated bilinearly, and is then tapered such that slip decreases to zero to each side of the
fault plane to achieve smooth transition at the fault boundary (STEP 1-3). The grid spacing for interpolation is selected according to the grid size of the original slip model.

Using the interpolated and tapered slip distribution in STEP 1, fast Fourier transform (FFT) of the slip distribution is carried out to obtain the two-dimensional (2D) normalized power spectrum (STEP 2-1; Figure 3). Usable wavenumber ranges are determined based on the characteristic dimension of the fault plane for the lower limit and the spatial resolution of the original slip model for the upper limit. The extracted normalized power spectra in the down-dip and along-strike directions are fitted by the power spectrum of a theoretical auto-correlation function (STEP 2-2). In this study, the power spectrum $P(k)$ of an anisotropic von Kármán auto-correlation function is considered:

$$P(k) \propto \frac{A_x A_z}{(1+k^2)H+1},$$

where $k$ is the wavenumber, $k = (A_z^2 k_z^2 + A_x^2 k_x^2)^{0.5}$, $A_x$ and $A_z$ are the correlation lengths for the down-dip and along-strike directions, respectively, and $H$ is the Hurst number. At wavenumber scales greater than the correlation length, the slip distribution is mainly governed by the average slip characteristics (with randomness represented by white noises), whereas at wavenumber scales less than the correlation length, local heterogeneity dominates. $A_x$ and $A_z$ control the absolute level of the power spectrum in the low wavenumber range (i.e. $k << 1$) and capture the anisotropic spectral features of the slip distribution. $H$ determines the slope of the power spectral decay in the high wavenumber range, and theoretically is constrained to fall between 0 and 1. For the Satake et al. model, $A_x$ and $A_z$ are estimated as 56 km and 107 km, respectively, whereas $H = 0.82$ is obtained.

In STEP 3 (Figure 4), multiple realizations of slip distributions with desired stochastic properties are obtained. In STEP 3-1, a random field, having quasi-normal distribution with a desired spatial correlation structure, is synthesized using a Fourier integral method (Pardo-Iguzquiza and Chica-Olmo, 1993). The amplitude spectrum of the target slip distribution is specified by the theoretical power spectrum with the correlation lengths and Hurst number that are
estimated in STEP 2, while the phase spectrum is represented by a random phase matrix. The constructed complex Fourier coefficients are transformed into the spatial domain via 2D inverse FFT. The synthesized slip distribution is then scaled nonlinearly to have heavy right-tail characteristics using the Box–Cox parameter $\lambda$ estimated in STEP 1-2 (STEP 3-2). In this manipulation, an upper bound (i.e. maximum slip of the original model) is implemented for the transformed slip distribution to avoid unrealistically large slip.

To resemble the synthesized slip distribution with the original one in terms of location and amplitude of asperities, a rectangular asperity zone is defined for the synthesized slip distribution, and then compared with the original slip distribution. The asperity dimensions of the synthesized distribution are specified by fractions of fault length and width, whereas the extent of the slip concentration around the asperity is specified by a percentage of slip within the asperity zone with respect to the total sum of slip over the fault plane. Parameters of the rectangular asperity zone are determined based on the original slip model. For the Satake et al. model, the dimensions of the asperity zone are set to 50 km and 220 km for the down-dip and along-strike directions, respectively (in terms of fault dimensions, these correspond to fractional factors of 0.25 and 0.4, respectively), whereas the slip concentration ratio of 0.3 is considered. These parameters approximately resemble the asperity zone that is identified for the original slip distribution (STEP 1-1). An acceptable slip distribution is required to have its maximum slip patch within the asperity zone of the original distribution. The criterion for acceptance is set as follows: the simulated slip distribution has a major asperity (i.e. slip concentration located in the rectangular asperity zone) that exceeds a threshold defined based on the original slip distribution (see Table 1; STEP 3-3). To ensure this requirement, multiple realizations are generated (STEP 3-4). Finally, the mean and standard deviation of the transformed slip distribution are adjusted to achieve similar statistics of the synthesized slip model with regard to the original slip model; this means that the seismic moments of the simulated slip distribution and the reference source model are similar.
2.2.2 *Inverted source models and variations of source properties*

Multiple inversion models for the 2011 Tohoku Tsunami are gathered from the literature. In total, eleven source models that are developed using teleseismic/tsunami/geodetic data are considered (Ammon et al., 2011; Fujii et al., 2011; Hayes, 2011; Iinuma et al., 2011, 2012; Shao et al., 2011; Yamazaki et al., 2011; Gusman et al., 2012; Satake et al., 2013), and are used as reference to further produce models with variable source characteristics. Figure 5 shows the eleven source models, and Table 1 summarizes their key features. In Figure 5, regions outlined by thick black lines represent the asperity area, slip of which is equal to or greater than three times the average slip. The moment magnitudes of the source models range from 8.97 to 9.14, which translate into a factor of 1.8 difference in seismic moment. Notable differences in slip models are observed in terms of fault plane dimensions, as well as location and concentration of large slip patches. The fault length varies from 340 km to 625 km, while the fault width ranges from 200 km to 260 km. The depth to the top-edge of the fault plane varies from 0 km to 7.4 km, while the fault strike falls between 192° to 202°, approximately parallel to the Japan Trench. Models 1, 3 to 7, and 9 assume constant dip (between 10° and 14°), whereas other models have variable dip angles that gradually steepen with increasing depth. The rake angles vary slightly, representing reverse fault mechanisms (near 90°).

The characteristics of slip asperities, such as location, size, shape, and amplitude, differ significantly among the inversion models. Models 2, 6, and 11 have large asperities along the eastern edge of the fault plane, while others have large slip values near the epicenter. The maximum slip values for the eleven models range from 35 m to 75 m. Models 3, 5, and 7 are characterized by slip concentration extending primarily along strike, whereas models 1, 4, and 8 have circular/elliptic slip concentration.

To generate source models that have different geometrical properties from the reference models, the top-edge depth, strike, and dip are varied over certain ranges with respect to the original models by changing one parameter at a time and by keeping a slip distribution identical to the
original model. The ranges of geometrical parameters are chosen based on the seismotectonic setting in the Tohoku region. Geometrical parameters are allowed to vary as follows: the top-edge depth varies in steps of 2.5 km from -2.5 km to +10 km with respect to the reference depth; the strike angle takes on values between -5º and +7.5º in 2.5º increment with respect to the reference strike; the dip angle is changed between -5º and +10.0º in 2.5º increment from the reference dip.

When parameters of an original source model are variable, an average value is used to define a reference case for each parameter.

Moreover, 50 realizations of a target slip distribution are generated for each of the eleven original models using the stochastic synthesis method (Section 2.2.1) by keeping their geometrical parameters identical to those of the original models. Table 1 also lists the stochastic slip parameters that are relevant to random-field generation. The von Kármán parameters, $A_z$, $A_x$, and $H$, characterize the spatial heterogeneity of stochastic earthquake slip. All Hurst numbers but two (models 2 and 6) are set to 0.99 to constrain this parameter within a physically meaningful range (i.e. $H < 1.0$). When $A_x > A_z$, the slip distribution is more coherent in along-strike direction, thereby capturing anisotropic features of the slip distributions. All Box–Cox parameters, except for model 11, are positive (between 0.1 and 0.3), indicating that the right-tail characteristics of the slip models 1 to 10 are less heavy than the logarithmic case. The heavy right-tail feature of model 11 ($\lambda = 0.0$) is attributed to very large slip values (exceeding 70 m) for several sub-faults along the Trench (see Figure 5). The fractional values for size and slip concentration of the asperity zone capture key features of asperities, and are subsequently used to determine acceptance/rejection for synthesized slip distributions. Typically, 25% to 45% of total slips are concentrated in about 9% to 13% of the fault plane areas.

In total, 726 slip distributions are generated for Monte Carlo tsunami simulation (66 cases per reference model, consisting of a reference case, 15 cases with varied geometrical parameters, and 50 cases with stochastic slip distributions).
2.3 Monte Carlo tsunami simulation

Tsunami modeling is carried out using a well-tested numerical code (Goto et al., 1997) that is capable of generating off-shore tsunami propagation and inundation/run-up by evaluating nonlinear shallow water equations using a leap-frog staggered-grid finite difference scheme. The inundation/run-up calculation is performed by a moving boundary approach, where a dry/wet condition of a computational cell is determined based on total water depth. The computational domains are nested at four resolutions (i.e. 1350-m, 450-m, 150-m, and 50-m domains). Computational cells include those on land, and coastal defense structures are taken into account using Homma’s overflowing formulae as a sub-grid model.

Bathymetry/elevation data, roughness/friction coefficient data, and information of coastal defense structures for the Tohoku region are obtained from the Cabinet Office of the Japanese Government. The ocean bathymetry data are based on the digital bathymetry data and nautical charts developed by Japan Hydrographic Association and Japan Coastal Guard. The land elevation data are based on the 50-m grid digital elevation model (DEM) developed by the Geospatial Information Authority of Japan. The raw data are the standard 1:25,000 topographical map of Japan and are obtained from aerial photographic surveys. The grid resolution of 50 m is not sufficiently fine to represent major infrastructures, such as highway embankments. It is also noted that the 50-m grid DEM data, which only represent an average value for a given cell, are rough approximations of the elevations at individual sites. The bottom friction is evaluated using Manning’s formula. Four Manning’s coefficients are assigned to computational cells based on national land use data in Japan (100-m mesh): 0.02 m$^{-1/3}$s for agricultural land, 0.025 m$^{-1/3}$s for ocean/water, 0.03 m$^{-1/3}$s for forest vegetation, and 0.04 m$^{-1/3}$s for urban areas. The roughness coefficients that are used in the analyses may be considered to be low in light of other studies on tsunami and storm surge inundation. For example, roughness coefficients of 0.05 to 0.2 m$^{-1/3}$s are indicated for urban areas and forest vegetation (Bunya et al., 2010; Kaiser et al., 2011). Preliminary analyses, which are conducted by
considering the roughness coefficients of 0.09 m$^{-1/3}$s and 0.12 m$^{-1/3}$s for urban and forest areas, respectively, indicate that the effects of greater roughness coefficients are noticeable in coastal plain regions, reducing the inundation extent, whereas those in ria coastal regions are relatively minor. Nevertheless, in this study, alternative sets of roughness coefficient are not considered (beyond the scope of this study); such investigations should be conducted in the future. The results shown in Section 3 should be interpreted based on the assumed values of roughness coefficient (which may lead to overestimation of inundation extent).

Differences in earthquake slip result in different boundary conditions for tsunami propagation and inundation/run-up. In tsunami simulation, the vertical seafloor displacement is directly taken as the initial water surface elevation, which can be evaluated based on formulae by Okada (1985) and Tanioka and Satake (1996). The latter equation accounts for the effects of horizontal seafloor movements in case of steep seafloor, inducing additional vertical water dislocation. Although the seafloor deformations are obtained for the same event, spatial characteristics of the seafloor displacements vary significantly among the models, leading to various tsunami wave profiles at different locations along the Tohoku coast (Goda et al., 2014). The fault rupture is assumed to occur instantaneously, and numerical tsunami calculation is performed for duration of 2 hours with an integration time step of 0.5 s.

The tsunami simulation is performed for the 726 source models (Section 2.2.2). For each case, the maximum inundation depths at all in-land computational cells (50-m grids) are obtained by subtracting the DEM data from the calculated maximum wave heights. The computational region covers from Miyako in Iwate Prefecture to Soma in Fukushima Prefecture. Figure 6 shows a map of the Tohoku region, displaying the locations of coastal cities and towns that are focused upon in this study. Geographically, there are two main coastal features: the Sanriku ria coast in the northern Tohoku region (Onagawa to Miyako) and the Sendai coastal plain in the southern Tohoku region (Soma to Ishinomaki). Due to narrow submerged valleys along the Sanriku ria coast, tsunami waves
tend to be amplified significantly; thus inundation depth and run-up height are often much greater at locations along the Sanriku ria coast, in comparison with locations in the Sendai plain. On the other hand, the spatial extent of inundation in the Sendai plain is much greater than that in the Sanriku coast, due to its low-lying terrain.

It is instructive to demonstrate that the tsunami simulation using source models based on tsunami inversion (e.g. Fujii et al., 2011; Gusman et al., 2012; Satake et al., 2013) can produce inundation depths similar to the observed inundation depths during the 2011 Tohoku event (note: inundation and run-up data are not used directly in inversion analysis). For this purpose, simulated inundation depth contours based on the Satake et al. source model are compared in Figure 7 with the observed inundation depths based on the TTJS database for three representative locations, i.e. Kamaishi, Onagawa, and Sendai-Natori-Iwanuma (see also Figure 6 for the maximum wave height contour). The first two are positioned in the Sanriku ria coast, whereas the latter is located in the Sendai coastal plain (Figure 6). Since the large slip patches and epicenter are located off northern Miyagi Prefecture (Figure 5), the tsunami wave propagation from the source region for Kamaishi and Onagawa differs. In Figure 7a, contour maps are based on the tsunami simulation, whereas color-coded markers show the TTJS data (note: similar color schemes are adopted for the simulation results and the TTJS data to facilitate the visual comparison). Figure 7b compares the results in the scatter plot format. Generally, the inundation depths as well as spatial footprints based on the Satake et al. model are consistent with the observed inundation data. However, at some locations (Figure 7b), the observations and the simulated inundation depths differ significantly. The major reasons for the differences are: (i) the source model is not perfect; (ii) 50-m grid resolution for the DEM, roughness, and coastal data is inaccurate for individual locations; (iii) some of the major coastal structures are not represented completely (e.g. Kamaishi deep breakwater and Sendai Tobu highway); (iv) the post-event observations include bias due to local effects; and (v) other limitations (e.g. incorrect roughness coefficients for the actual land use). More detailed, quantitative
comparisons between the tsunami simulation results based on various source models (not only reference models but also stochastic source models) and the actual observations are discussed in Goda et al. (2015).

2.4 Tsunami fragility and damage analysis

Structural vulnerability/fragility against tsunami loading is an essential component for tsunami risk and damage assessment. This can be modeled by empirical tsunami fragility curves, which relate tsunami intensity measures (IM) to tsunami damage states (DS) statistically. The damage states of structures are determined during reconnaissance survey and building inspection. Typical parameters for IM are the inundation depth and the flow velocity; the former is more frequently considered because the inundation depth is usually observable by post-event surveys and its estimation is more reliable than the flow velocity (e.g. water marks, post-tsunami interview, and numerical simulation). It is important to recognize that both IM and DS are subject to errors and uncertainty. From a structural reliability viewpoint, fragility curves represent the conditional structural capacity models for different limit states, and thus it is desirable to develop separate fragility models for structures having different tsunami resistances.

Mathematically, the tsunami fragility is often approximated by the lognormal distribution. The exceedance probability of the i-th damage state $d_{SI}$ for a given value $im$ is expressed as:

$$P(DS \geq d_{SI} | im) = \Phi \left( \frac{\ln(im) - \mu_{\ln{IM}|DS_i}}{\sigma_{\ln{IM}|DS_i}} \right)$$

(3)

where $\Phi$ is the cumulative distribution function of the standard normal variate, and $\mu_{\ln{IM}|DS_i}$ and $\sigma_{\ln{IM}|DS_i}$ are the mean and standard deviation of $\ln{IM|DS_i}$, respectively. The fragility model parameters $\mu_{\ln{IM}|DS_i}$ and $\sigma_{\ln{IM}|DS_i}$ can be estimated via regression analysis of the tsunami damage data. As the damage states are mutually exclusive, the probability of being in the damage state $d_{SI}$ can be evaluated by:
Note that $d_{i+1}$ is severer than $d_{i}$ (i.e. $P(DS \geq d_{i+1}|im) < P(DS \geq d_{i}|im)$).

In Japan, the MLIT (2014) implements a uniform classification scheme for tsunami damage survey for the 2011 Tohoku Tsunami. Seven damage levels are defined: no damage, minor damage, moderate damage, major damage, complete damage, collapse, and wash-away. Furthermore, information regarding the structural material types and the number of stories is also provided. The material types are categorized into: reinforced concrete (RC), steel, wood, masonry, and unknown, whereas the number of stories is divided into: 1-story, 2-story, and 3+-story. The supplementary data are useful in developing fragility models for buildings with different capacities, because these structural characteristics have significant influence on the fragility curves (Koshimura et al., 2009; Reese et al., 2011; Suppasri et al., 2011, 2013a; Charvet et al., 2014).

Using the extensive MLIT tsunami damage database for the 2011 Tohoku Tsunami (more than 250,000 data points), Suppasri et al. (2013a) developed eleven sets of fragility models for different material types (note: each set consists of six fragility curves for the six damage states excluding no damage). There are three levels of the data classification and model development. The level-1 models (crudest) develop a set of fragility curves using all data. The level-2 models (intermediate) distinguish tsunami damage data according to the structural materials and develop four sets of fragility curves for RC, steel, wood, and masonry. The level-3 models (refined) further divide the data for RC and wood structures according to the number of stories, and develop six sets of fragility curves for RC-1-story, RC-2-story, RC-3+-story, wood-1-story, wood-2-story, and wood-3+-story. The refinement for the different material types as well as for the number of stories is desirable, because the tsunami capacities for RC, steel, wood, and masonry buildings differ significantly. Generally, the fragility models by Suppasri et al. (2013a) are applicable to the entire Tohoku region; however, at local levels, the models may produce biased predictions because some of the local features that affect tsunami damage are not captured. In this regard, using more
elaborated models that incorporate local features is desirable. Furthermore, to capture epistemic uncertainty of tsunami fragility models, multiple published models can be implemented using a logic tree approach. However, such uncertainty modeling is not elaborated in this study.

Figure 8 shows comparisons of tsunami fragility curves by Suppasri et al. (2013a) for different cases. As the damage states become severer, $\mu_{lnIM|DS}$ and $\sigma_{lnIM|DS}$ tend to become larger (i.e. fragility curves shift towards the right and become flatter; Figure 8a). The wash-away fragility curves for different materials are significantly different (Figure 8b), noting that the curves for wood and all structures are similar due to the large proportion of wood structures in the MLIT database.

Figures 8c and 8d indicate that for RC and wood structures, the vulnerabilities for the 1-story and 2-story are similar, whereas the vulnerability for the 3+-story is less. Thus distinction between low-rise and mid/high-rise structures is an important consideration. The impact of adopting different refinement levels of fragility curves on tsunami damage assessment is investigated in Section 3.2.

Finally, using the tsunami fragility curves, probabilities of attaining particular damage states $p(DS=ds|im)$ can be estimated for each building and for each scenario (Figure 1 and Figure 8a). The statistical analysis can be then carried out to develop site-specific tsunami risk curves and stochastic tsunami risk maps. For instance, representative percentiles of $p(DS=ds)$ (e.g. median, 84th-percentile, and 97.5-th percentile) can be displayed on a map to show the relative likelihood of tsunami damage occurrence at different spatial scales (e.g. municipality versus regional levels). Alternatively, cumulative distribution functions of $p(DS=ds|im)$ due to considered tsunami scenarios can be assessed for individual buildings for comparison. Moreover, calculated values of $p(DS=ds)$ can be used in Monte Carlo sampling to generate realizations of individual damage states for the buildings of interest. For instance, when the estimated wash-away damage probability of a RC building is 0.2, a uniform random number between 0 and 1 can be generated; if the generated random number is less than 0.2, the RC building is considered as washed out. The procedure can be applied to all buildings within a city/town or region of interest. This resampling facilitates the
development of the cumulative distribution functions of the number of buildings having specific
damage states (which may be regarded as more practical metrics for tsunami risk management
purposes). By incorporating damage cost models for different buildings, the tsunami damage
assessment framework presented in Figure 1 can be further extended to carry out quantitative
tsunami loss estimation.

3. Application

Probabilistic tsunami damage assessment is performed for the pre-2011 building stock in the
Tohoku region. The main objective of this investigation is to assess the effects of variable tsunami
scenarios on the tsunami risk potential at municipality as well as regional levels using the developed
probabilistic tsunami risk analysis framework (Section 2).

3.1 Problem set-up

The building data that are considered in this study are obtained from the MLIT tsunami
damage database. The building data with the material type information and the story number less
than three stories are considered. The target buildings are located between Miyako and Soma
(Figure 6). The total number of the buildings is 124,735, consisting of 2277 RC structures, 7094
steel structures, 104,519 wood structures, and 10,845 masonry structures. 50,447 and 74,288
structures are 1-story and 2-story, respectively. Approximately, 40% of the buildings are located
along the Sanriku ria coast (Onagawa to Miyako), while the rest of 60% are located in the Sendai
coastal plain (Soma to Ishinomaki). It is noted that the considered building dataset covers the
majority of the low-rise buildings in the Tohoku region (with known material types) that were
exposed to tsunami inundation hazards, because the MLIT database includes all surveyed structures
with no/minor damage, which are located farther from the shore and at higher elevation.
The 726 source models that are generated by considering the eleven reference models and by varying their source characteristics (i.e. geometry and slip distribution; 66 cases per reference model) are adopted as a representative set (Section 2.2). In other words, the analysis results presented in the following are dependent on this set-up. Alternatively, a different set of source models may be adopted. Because the choice of the reference source models has major influence on the tsunami simulation (Goda et al., 2014, 2015), results based on the Satake et al. source model (out of 66 scenarios) are discussed in Section 3.2, and then in Section 3.3, results based on all 726 scenarios are discussed. The tsunami fragility assessment is carried out using the level-1 to level-3 tsunami fragility curves by Suppasri et al. (2013a). For the base case, the most refined level-3 fragility models are considered.

In the following, three representative cities and towns, i.e. Kamaishi, Onagawa, and Natori, as well as the Tohoku region (Figure 6) are focused upon for the tsunami damage assessment. The selection is to account for different terrain characteristics as well as for different tsunami wave propagation paths, with the minimum number of locations. The drawn conclusions are applicable to other locations, as long as local geographical features and relative positions to the asperities are taken into account.

3.2 Tsunami damage assessment using a single reference source model
The source model by Satake et al. (2013) was developed by inverting eleven ocean-bottom pressure gauge measurements, ten off-shore GPS wave gauge data, and 32 tidal wave gauge data along the coastline. As the tsunami data were directly used in inversion analysis, the tsunami simulation results based on the Satake et al. model are generally consistent with the observed off-shore tsunami wave profiles and inundation data (Goda et al., 2014, 2015; see Figure 7). The consideration of the source models based on Satake et al. (2013) serves as a benchmark for the tsunami damage assessment based on a single reference source model.
Figure 9 and Figure 10 show the stochastic inundation depth maps and the wash-away damage probability maps for buildings located in Kamaishi, Onagawa, and Natori, respectively. Three percentile levels, i.e. 10th, 50th (median), and 90th, are selected for illustration (note: they are to display both central and extreme cases; other percentiles can be adopted). These maps are developed by first evaluating the inundation depths for the 66 source models based on Satake et al. (2013) and then by calculating the corresponding wash-away damage probabilities using the fragility curves at individual building sites (note: other damage states can be considered but not shown in the figures). Subsequently, the statistics of the hazard/risk metrics at the chosen percentile levels are evaluated for each building, and finally, these statistics are displayed on the maps. Figure 9 captures the variability of inundation depth at the municipality level due to different tsunami scenarios, whereas Figure 10 displays the tsunami risk information by taking into account the structural vulnerability for variable tsunami hazard potential at building sites. The ranges of the hazard and risk maps shown in Figures 9 and 10 provide valuable information for tsunami evacuation and risk mitigation purposes in the future. For instance, in Onagawa, both spatial extent and severity of the tsunami hazard/risk increase as the percentile level increases. On the other hand, in Natori, spatial coverage of the affected buildings does not change significantly, when the inundation depth or damage potential becomes severer. The changing hazard and risk profiles for different scenarios depend on the local topography and bathymetry (flat versus steep terrains) as well as the proximity to large asperities. A major advantage of the stochastic risk maps (Figure 10) over the stochastic hazard maps (Figure 9) is that the impact of the increased tsunami hazard on the building stock in local communities is reflected. For example, the consequences due to the expanded 2-m deep inundated areas depend critically upon local building portfolios and their tsunami resistance (Figure 8b), which is highly nonlinear. This is the main motivation to promote the risk-based tsunami impact maps for coastal cities and towns.
The developed tsunami risk assessment framework can be further utilized to develop the cumulative distribution function of tsunami risk metrics (i.e. tsunami risk curve), such as the number of buildings that attain specific damage states. Given damage probabilities for all buildings, damage states can be resampled by generating uniform random numbers and by comparing them with damage probabilities for different damage states. In this study, the number of resampling is set to 100 per building and tsunami source scenario (which is sufficient to obtain the stable results). The results from this resampling are particularly useful for combining/aggregating the tsunami risk impact for the building portfolios having different tsunami capacities (i.e. material type and story number) at both local and regional levels. The aggregated tsunami risk curve retains the spatial dependence of the tsunami hazard parameters for individual scenarios and is thus suitable for assessing regional tsunami risk quantitatively. It is also noteworthy that the resampling can be viewed as a simplified version of probabilistic tsunami loss estimation. By implementing probabilistic cost models for the buildings, tsunami loss curves, rather than the cumulative distribution functions of the number of buildings in specific damage states, can be obtained and used for tsunami risk management.

Figure 11 shows the cumulative distribution functions of the number of buildings in the *wash-away* damage state based on the Satake et al. source model for Kamaishi, Onagawa, Natori, and all Tohoku region. For each location, four curves corresponding to different material types are included. The horizontal axis of the figure is the damage ratio in terms of the number of buildings in the *wash-away* damage state, normalized by the total number of buildings that are located within the considered city/town or region. The vertical axis corresponds to the cumulative probability that is defined based on 66 simulation cases (i.e. a single reference source model); for instance, a damage ratio of 0.6 that corresponds to a probability level of 0.9 means that 90% of the 66 simulation cases lead to damage ratios less than 0.6; in other words, only 10% of the simulated cases exceed the damage ratio of 0.6. The total number of buildings in the designated areas is indicated inside the
brackets of the figure legend. Moreover, markers shown in the figure represent the actual damage observed during the 2011 Tohoku Tsunami based on the MLIT database. For example, in Kamaishi, there are 4,599 wood buildings; the simulated tsunami damage results for the wash-away damage state vary widely for the damage ratio from 0.0 to 0.712 (= 3,275 buildings), depending on the source models, whereas 3,300 buildings were washed away during the 2011 event (i.e. damage ratio of 0.718; green triangle marker). The probability levels that correspond to the observed damage ratios for different material types can be different in a given city/town; for instance, in Kamaishi (Figure 11a), the probability level for RC buildings is about 0.6, whereas those for steel/wood/masonry buildings exceed 0.8. Such differences are caused by two factors. The first is the different spatial distribution of buildings for each material type (i.e. prediction accuracy at building locations varies spatially). The second is the difference between the actual damage observations and the adopted fragility models. The model bias of tsunami fragility curves is present because the fragility models by Suppasri et al. (2013) are developed at regional level, rather than municipality level.

Various useful insights can be gained from the results shown in Figure 11. Comparison of the cumulative distribution functions for different material types and for different locations indicates the variability of the tsunami risk is affected by various factors. The curves for wood and masonry buildings vary more widely than those for RC and steel buildings and are located towards the right-hand side of the figure (i.e. reaching higher damage ratios at the same probability levels), reflecting the differences of the tsunami vulnerability for these material types (Figure 8b). In Kamaishi and Onagawa, the risk curves for wood and masonry are similar, while they are different in Natori (and the Tohoku region). The observed difference of the risk curves for wood and masonry buildings in Natori can be explained by the fact that the tsunami inundation depth in Natori is not as high as in Kamaishi and Onagawa (see Figure 9) and the inundation depth in Natori is sufficient to cause the wash-away damage for the majority of wood buildings in Natori but not for the majority of masonry
buildings in Natori (note: up to about 60% of the masonry buildings may be washed out, but not up to 80%). The probability levels corresponding to the observed damage during the 2011 event (see the markers shown in Figure 11) provide retrospective indications regarding how rare/extreme the 2011 Tohoku Tsunami damage was in terms of the simulated tsunami risk curves (i.e. anticipated tsunami risk for $M_w9$ earthquakes). For instance, the observed damage in Kamaishi and Onagawa (except for RC buildings) corresponds to relatively high risk (i.e. probability) levels, while that in Natori is relatively low; the overall risk level of the actual damage for the Tohoku region is relatively high, indicating that the observed tsunami damage is severer than the expected tsunami risk level for the considered scenarios. Note that such interpretations should be specific to the considered tsunami scenarios (and underlying assumptions). One particular source model by Satake et al. is focused upon herein; the evaluations of the observed tsunami with regard to the simulation results are revisited in Section 3.3 by considering multiple reference source models.

Figure 12 presents two sets of cumulative distribution functions of the number of buildings based on the Satake et al. source model for Kamaishi, Onagawa, Natori, and the Tohoku region: one is for the wash-away damage state (thin lines) and the other is for the exceedance of the complete damage state (i.e. including the damage cases for wash-away, collapse, and complete damage; thick lines). In this figure, to reduce the clutter, results for RC and wood buildings only are included. The risk curves for the complete damage are positioned to the right-hand side of those for the wash-away damage. The behavior and variability of the risk curves depend on the location, material type, and damage state. It is also noted that the tsunami risk level for the observed damage is dependent upon the damage state. A noticeable case is for RC buildings in Onagawa; when the wash-away damage state is considered, the observed damage is not extreme with respect to a range of tsunami risk predictions based on the simulation (i.e. even severer damage is possible), whereas when the exceedance of complete damage is focused upon, the observed damage is an extreme case.
Finally, the impact of adopting different refinement levels of fragility curves on tsunami damage assessment is investigated. Figure 13 compares the cumulative distribution functions of the number of buildings in the *wash-away* damage state based on the Satake et al. source model by considering three refinement levels of the tsunami fragility models (Figures 8c and 8d). Results for RC buildings in Kamaishi and for wood buildings in Natori are presented in Figure 13a and Figure 13b, respectively. The consideration of material-type-specific tsunami fragility curves has major influence on the tsunami damage assessment for the RC buildings (Figure 13a); the substitution of the fragility models for all data (which are dominated by numerous *wash-away* wood buildings) results in significant overestimation (level-1 versus level-2 or level-3). Figure 13a also indicates that the consideration of the story number in tsunami damage assessment of RC buildings may result in noticeable differences of the tsunami risk curves. The differences of the tsunami risk curves for wood buildings are generally much less noticeable than RC buildings, in particular, level-1 versus level-2 or level-3. This is simply because the *wash-away* fragility curves for all buildings and for wood buildings are similar (Figure 8d). The distinction of the story number shows noticeable differences of the risk curves. It is noteworthy that these differences of the risk curves are highly dependent on the locations or more specifically the tsunami inundation depth. When wood buildings are subjected to 10-m deep inundation, the differences in fragility curves do not make much difference in terms of risk curves. The results suggest that using the accurate and reliable tsunami fragility models is important, and care must be taken to avoid significant bias in the tsunami damage assessment.

### 3.3 Tsunami damage assessment using multiple reference source models

The model uncertainty of the tsunami source characteristics has significant impact on the predicted tsunami hazards (Goda et al., 2014, 2015), and thus on the tsunami risk and damage
metrics. The main focus of this section is to evaluate such impact by considering multiple reference
source models.

Figure 14 and Figure 15 show the comparison of cumulative distribution functions of the
number of RC buildings and wood buildings, respectively, in the wash-away damage state based on
the eleven source models for Kamaishi, Onagawa, Natori, and the Tohoku region. In the figures,
separate curves are presented for individual reference source models (note: each curve is based on
66 source models). The visual inspections of Figures 14 and 15 clearly illustrate that the effects of
considering different reference source models are significant for both RC and wood buildings (also
applicable to steel and masonry buildings). The dependency on different source models varies with
locations and material types (and damage states, though not presented). By focusing upon the
variability of the damage ratio for the RC buildings at the probability level of 0.5 (Figure 14), the
ranges of the damage ratios for the eleven reference models are between 0.1 and 0.4 for Kamaishi,
Onagawa, and Natori, while those for the entire Tohoku region is narrower (between 0.1 and 0.25).
The corresponding variability of the median damage ratio for wood buildings is greater than that for
RC buildings (i.e. Figure 14 versus Figure 15); the ranges are between 0.3 and 0.8 for Kamaishi,
Onagawa, and Natori, and are between 0.15 and 0.40 for the Tohoku region. Especially, the tsunami
risk curves for wood buildings in Natori (among the cases presented in Figures 14 and 15) vary
significantly; the risk curves for models 9 to 11 exhibit different distribution behavior of the
tsunami damage characteristics in comparison with other models. These differences reflect the
complex nonlinear relationship between the tsunami sources and the tsunami risk metrics, affected
by the terrain features, relative positions of the site and the asperities, and building stock (i.e.
tsunami fragility). It is important to point out that the relative tsunami risk (i.e. probability) levels of
the observed damage during the 2011 Tohoku Tsunami in terms of the simulated damage results
vary widely, depending on the selected reference source models. The probabilities that correspond
to the observed tsunami damage for RC buildings range from 0.2 to 0.75 for Kamaishi, from 0.1 to
0.5 for Onagawa, from 0.0 to 0.2 for Natori, and from 0.2 to 1.0 for the Tohoku region, respectively (Figure 14). The counterparts for wood buildings are from 0.75 to 1.0 for Kamaishi, from 0.95 to 1.0 for Onagawa, from 0.0 to 0.75 for Natori, and from 0.5 to 1.0 for the Tohoku region, respectively (Figure 15). In light of wide variations of the tsunami risk levels of the observed damage during the 2011 Tohoku Tsunami relative to the simulation results, for some cases, it may be difficult to conclude that the 2011 Tohoku Tsunami damage was a worst-case scenario. The implication of the results is that the local and regional evacuation scenarios may not be developed by simply assuming that the Tohoku Tsunami was an extraordinary situation and thus cannot be adopted as the critical scenario for all locations along the Tohoku coast uniformly. Rather, a wide range of tsunami scenarios should be developed based on the up-to-date seismological knowledge as well as geophysical observations, and evaluated to identify the critical scenarios for tsunami evacuation and risk mitigation (as was done in this study).

Figure 16 shows the cumulative distribution functions of the number of buildings in the wash-away damage state based on the eleven source models for Kamaishi, Onagawa, Natori, and the Tohoku region. The tsunami risk curves are integrated for all reference source models (i.e. 726 cases). The effects of taking into account the multiple reference source models with respect to the results based on a single reference source model (e.g. Satake et al. model) can be investigated by comparing Figure 11 and Figure 16. The consideration of multiple reference models results in a wider variation of the risk curves; differences are more noticeable at low and high probability levels. As long as the reference source models that are adopted in Monte Carlo tsunami simulation are deemed as reasonable representation of the future critical scenarios for tsunami emergency preparedness, inclusion of more extreme cases provides tsunami experts, policy makers, emergency officers, and local residents with useful information related to the uncertainties associated with tsunami hazard/risk predictions. An open communication among the stakeholders is the key to improve the resilience of local coastal communities against catastrophic tsunami events.
4. Conclusions

Tsunami inundation is a highly nonlinear process and causes catastrophic damage to buildings and infrastructure in coastal cities and towns. The spatial as well as depth extent of the tsunami inundation is greatly influenced by the tsunami source characteristics. Consequently, the uncertainty associated with tsunami sources has major impact on the tsunami risk and damage. To account for the propagating effects of tsunami source uncertainty in tsunami damage assessment, a probabilistic framework for tsunami risk analysis was developed using Monte Carlo tsunami simulation (without relying on an artificial scenario-based approach), taking into account variable source geometry and stochastic slip distribution, together with tsunami fragility models for different building types. The developed analytical tool was applied to actual building stock in the Tohoku region, Japan, subject to $M_w9$-class mega-thrust subduction earthquakes. The innovative aspects of the developed computational tool and framework were that variable tsunami source models were generated based on the spectral analysis and synthesis method by considering multiple reference source models (i.e. epistemic uncertainty), and that the uncertainty associated with tsunami source characteristics was propagated consistently to evaluate the tsunami risk curves for the building portfolio. The cumulative distribution functions of the number of buildings in different damage states were compared to investigate the variability of the tsunami risk curves due to tsunami source characteristics, terrain features, and structural/material characteristics. The simulation results were also compared with the actual tsunami damage observations during the 2011 Tohoku event. The extended assessment of the sensitivity and variability of the tsunami risk metrics, rather than tsunami hazard parameters, provides tsunami analysts and local stakeholders with valuable information for improved tsunami risk management and risk/uncertainty communication.

The main conclusions of this study are:

- The stochastic tsunami risk maps depend on the local topography (flat versus steep terrains), the proximity to large asperities, and local building portfolios. Risk-based tsunami impact
maps for coastal cities and towns have advantages over stochastic inundation depth maps because the potential consequences due to the anticipated tsunami hazards on the building stock are incorporated.

- Tsunami risk curves are affected by structural material types, locations, and considered damage states for the adopted tsunami metrics. In addition, refinement levels of tsunami fragility curves (i.e. material type and story number) can have major influence on the tsunami damage assessment. The interacting effects of these key risk factors and model components are complex.

- The effects of considering different reference source models on tsunami risk curves are significant for all material types, locations, and damage states. They reflect the complex nonlinear relationship between the tsunami sources and the tsunami risk metrics.

- The tsunami risk (probability) levels corresponding to the observed damage during the 2011 event provide useful retrospective indications regarding how rare/extreme the 2011 Tohoku Tsunami damage was in terms of the simulated tsunami risk curves. However, such observations depend on the selected reference source models. Therefore, in determining critical scenarios for tsunami evacuation and risk mitigation at local as well as regional levels, a wide range of possible tsunami scenarios should be considered in light of the current seismological knowledge and geophysical observations.

As a final remark, in light of deep epistemic uncertainty (Kagan and Jackson, 2013; Stein and Stein, 2013), stochastic source models that are considered in this study may not be representative for future events and may not capture extremely rare cases. Furthermore, variations of magnitude ranges for a given tsunami source and land surface roughness give additional uncertainty of probabilistic tsunami characteristics. The potential limitation of the proposed method should be kept in mind by tsunami analysts and should be communicated with decision makers and stakeholders.
These issues become critical when the stochastic method is applied to future tsunami hazard predictions without empirical constraints.
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<table>
<thead>
<tr>
<th>Model ID and reference</th>
<th>Moment magnitude</th>
<th>[Fault length, fault width] (km)</th>
<th>Top-edge depth (km)</th>
<th>[Strike, dip, rake] (°)</th>
<th>Data type</th>
<th>von Kármán parameters ([A_x (km), A_z (km), H])</th>
<th>Box–Cox parameter</th>
<th>Asperity-zone dimension fraction (^1) [down-dip, along-strike]</th>
<th>Asperity slip fraction (^3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1: Fujii et al. (2011)</td>
<td>9.02</td>
<td>[500, 200]</td>
<td>0.0</td>
<td>[193, 14, 81]</td>
<td>Tsunami</td>
<td>[63, 68, 0.99]</td>
<td>0.2</td>
<td>[0.35, 0.35]</td>
<td>0.4</td>
</tr>
<tr>
<td>2: Satake et al. (2013)</td>
<td>9.05</td>
<td>[550, 200]</td>
<td>0.0</td>
<td>[193, 8-16, 81]</td>
<td>Tsunami</td>
<td>[56, 107, 0.82]</td>
<td>0.2</td>
<td>[0.25, 0.4]</td>
<td>0.3</td>
</tr>
<tr>
<td>3: Shao et al. (2011)</td>
<td>9.13</td>
<td>[500, 200]</td>
<td>4.9</td>
<td>[198, 10, (Var^1)]</td>
<td>Teleseismic</td>
<td>[50, 119, 0.99]</td>
<td>0.3</td>
<td>[0.25, 0.4]</td>
<td>0.35</td>
</tr>
<tr>
<td>4: Shao et al. (2011)</td>
<td>9.14</td>
<td>[475, 200]</td>
<td>7.4</td>
<td>[198, 10, (Var)]</td>
<td>Teleseismic</td>
<td>[53, 84, 0.99]</td>
<td>0.3</td>
<td>[0.3, 0.4]</td>
<td>0.35</td>
</tr>
<tr>
<td>5: Shao et al. (2011)</td>
<td>9.14</td>
<td>[475, 200]</td>
<td>7.4</td>
<td>[198, 10, (Var)]</td>
<td>Teleseismic</td>
<td>[45, 93, 0.99]</td>
<td>0.3</td>
<td>[0.3, 0.4]</td>
<td>0.35</td>
</tr>
<tr>
<td>6: Yamazaki et al. (2011)</td>
<td>8.97</td>
<td>[340, 200]</td>
<td>3.8</td>
<td>[192, 12, (Var)]</td>
<td>Teleseismic &amp; tsunami</td>
<td>[37, 72, 0.96]</td>
<td>0.2</td>
<td>[0.3, 0.4]</td>
<td>0.4</td>
</tr>
<tr>
<td>7: Ammon et al. (2011)</td>
<td>9.00</td>
<td>[600, 210]</td>
<td>1.0</td>
<td>[202, 12, 85]</td>
<td>Teleseismic &amp; geodetic</td>
<td>[51, 94, 0.99]</td>
<td>0.3</td>
<td>[0.4, 0.35]</td>
<td>0.3</td>
</tr>
<tr>
<td>8: Gusman et al. (2012)</td>
<td>9.11</td>
<td>[450, 200]</td>
<td>1.0</td>
<td>[202, 5-20, (Var)]</td>
<td>Tsunami &amp; geodetic</td>
<td>[64, 86, 0.99]</td>
<td>0.2</td>
<td>[0.3, 0.35]</td>
<td>0.3</td>
</tr>
<tr>
<td>9: Hayes (2011)</td>
<td>9.09</td>
<td>[625, 260]</td>
<td>5.8</td>
<td>[194, 10, (Var)]</td>
<td>Teleseismic</td>
<td>[65, 94, 0.99]</td>
<td>0.2</td>
<td>[0.3, 0.4]</td>
<td>0.3</td>
</tr>
<tr>
<td>10: Inuma et al. (2011)</td>
<td>9.03</td>
<td>[600, 240]</td>
<td>1.1</td>
<td>([Var, Var, Var])</td>
<td>Geodetic</td>
<td>[54, 141, 0.99]</td>
<td>0.1</td>
<td>[0.3, 0.3]</td>
<td>0.25</td>
</tr>
<tr>
<td>11: Inuma et al. (2012)</td>
<td>9.03</td>
<td>[620, 260]</td>
<td>1.0</td>
<td>([Var, Var, Var])</td>
<td>Geodetic</td>
<td>[51, 81, 0.99]</td>
<td>0.0</td>
<td>[0.45, 0.3]</td>
<td>0.45</td>
</tr>
</tbody>
</table>

\(^1\) \(Var\) represents that the parameter is variable; \(^2\) The fraction values of the asperity rectangle for the down-dip and along-strike directions are defined in terms fault length and fault width of the original slip model; and \(^3\) The fraction value of the asperity slip concentration is defined in terms of total slip over the fault plane.
Figure Captions

Figure 1. Framework for probabilistic tsunami hazard/risk analysis.

Figure 2. Stochastic source modeling: Step 1 – preliminary analysis.

Figure 3. Stochastic source modeling: Step 2 – spectral analysis.

Figure 4. Stochastic source modeling: Step 3 – spectral synthesis.

Figure 5. Eleven inversion-based source models. The sub-fault with thick lines represents the asperity area, slip of which is equal to or greater than three times the average slip.

Figure 6. Maximum wave height contour map based on the source model by Satake et al. (2013) and locations of coastal cities and towns in the Tohoku region.

Figure 7. Comparison of tsunami simulation results based on the source model by Satake et al. (2013) with the Tohoku Tsunami Joint Survey (TTJS) data (Mori et al., 2011) in Kamaishi, Onagawa, and Sendai-Natori-Iwanuma: (a) inundation depth contours and (b) scatter plot.

Figure 8. Empirical tsunami fragility curves based on the 2011 Tohoku Tsunami damage data (Suppasri et al., 2013a).

Figure 9. Stochastic inundation depth maps at the 10th, 50th, and 90th percentiles based on the Satake et al. source model: (a) Kamaishi, (b) Onagawa, and (c) Natori.

Figure 10. Stochastic wash-away damage probability maps at the 10th, 50th, and 90th percentiles based on the Satake et al. source model: (a) Kamaishi, (b) Onagawa, and (c) Natori.

Figure 11. Cumulative distribution functions of the number of buildings in the wash-away damage state based on the Satake et al. source model: (a) Kamaishi, (b) Onagawa, (c) Natori, and (d) all cities and towns in the Tohoku region.

Figure 12. Comparison of cumulative distribution functions of the number of RC/wood buildings in the wash-away and complete damage states based on the Satake et al. source model: (a) Kamaishi, (b) Onagawa, (c) Natori, and (d) all cities and towns in the Tohoku region.
Figure 13. Cumulative distribution functions of the number of buildings in the wash-away damage state based on the Satake et al. source model by considering different refinement levels of tsunami fragility models: (a) RC buildings in Kamaishi and (b) wood buildings in Natori.

Figure 14. Cumulative distribution functions of the number of RC buildings in the wash-away damage state based on the eleven source models (separate curves for individual reference source models): (a) Kamaishi, (b) Onagawa, (c) Natori, and (d) all cities and towns in the Tohoku region.

Figure 15. Cumulative distribution functions of the number of wood buildings in the wash-away damage state based on the eleven source models (separate curves for individual reference source models): (a) Kamaishi, (b) Onagawa, (c) Natori, and (d) all cities and towns in the Tohoku region.

Figure 16. Cumulative distribution functions of the number of buildings in the wash-away damage state based on the eleven source models (integrated curves for all reference source models): (a) Kamaishi, (b) Onagawa, (c) Natori, and (d) all cities and towns in the Tohoku region.
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