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Abstract: Recently, two theoretical models for morphological computation have been proposed [13,14]. Based on a rigorous mathematical framework and simulations it has been demonstrated that compliant, complex physical bodies can be effectively employed as computational resources. Even more recent work showed that these models are not only of theoretical nature, but are also applicable to a number of different soft robotic platforms. Motivated by these encouraging results we discuss a number of remarkable implications when real physical bodies are employed as computational resources.
Introduction

The two underlying theories of [13] and [14] are based on two very different theoretical bases. The first one [13] employs theoretical results by Boyd and Chua [4] from signal processing and discusses mathematical operators as a form to describe computation. Such operators are mathematical objects that can, for example, map (input) functions onto (output) functions. In the context of robots we talk about functions in time, for example, the mapping from sensory input streams onto sensory output streams.

The second model introduced by Hauser et al. [14] is based on a tool from nonlinear control theory (i.e., feedback linearization, see [17] for more details) and, consequently, uses nonlinear dynamical systems to describe computation. Note that smooth non-autonomous dynamical systems, wherein the input function is interpreted as a non-autonomous driving term, are mathematical operators as well, since they map input functions in time onto output functions in time.

Interestingly, despite the obvious differences in their choices of mathematical tools for the two theories, the two derived corresponding computational setups look quite similar. Figure 1a shows the considered setup for the second theoretical model, while the setup based on the first theoretical model is very similar, it simply lacks the feedback loop. The reason is that both mathematical models are motivated by the same machine learning technique called reservoir computing (RC). This is a supervised learning approach, which has been quite successful in a number of challenging tasks including nonlinear mapping of input streams onto output streams (i.e., learning to emulate complex, nonlinear differential equations). A good overview of its success story can be found in [27].

At the core of RC lays the so-called reservoir, a randomly initialized high-dimensional, nonlinear dynamical system, which maps the typically low-dimensional input (stream) onto its high-dimensional state space in a nonlinear fashion. In that sense the reservoir takes the role of a kernel (in the machine learning sense, i.e., the nonlinear projection of a low dimensional input into a high-dimensional space, see, e.g., [13] for a discussion). In addition, the reservoir, being a dynamical system, has the inherent property to integrate input information over time, which is obviously beneficial for any computation that needs information on the history of its input values. It is important to note that the reservoir is not altered during the learning process. Although it is randomly initialized, its dynamic parameters are fixed afterwards. In order to learn to emulate a desired input output behavior (to be more precise, a desired mapping from input streams to output streams), one has to add a linear output layer, which simply calculates a linearly weighted sum of the signals of the high-dimensional state space of the reservoir. These output weights are the only parameters that are adapted during the learning process. Figure 1b shows the classical RC setup, where the nodes represent simple, but nonlinear differential equations. They are randomly connected with each other and, therefore, build a complex, nonlinear dynamic system, i.e., the reservoir.

In more general terms an operator is defined as the mapping from a vector space or module onto another vector space or module. Since functions can be understood as elements of a function space, which under the usual operation of addition and scalar multiplication form a vector space, the language and concepts of operator theory are applicable for the study of mappings from functions to functions.
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(a) Setup as used in the simulations in [13] and [14]

(b) Classical RC as described in [27]

(c) Schematics of the setup of the octopus experiments described in [24, 23, 22]

(d) Schematic setup of the quadruped robot with soft spine from [34]

Figure 1: Overview of different RC setups referred to in the text. (a) is the classical RC setup with generic nodes. (b-d) are schematics of implementations of Physical RC where real physical bodies are employed as reservoirs and, therefore, as a computational resources.
The remarkable conclusion is that we can learn to emulate complex, nonlinear computations (e.g., complex operators like nonlinear dynamical systems representing, e.g., a nonlinear controller) by simply finding some linear and static output weights. Hence, the task to learn to emulate a nonlinear dynamical system is, with the help of the reservoir, reduced to simple linear regression.

Another remarkable property of the RC approach is that the reservoir is not bound to be chosen from a specific class of dynamical systems. It only has to exhibit a number of rather generic properties to be useful as a reservoir: It should be high-dimensional, nonlinear and exhibit stable temporal integration. As a result there exist different flavors of RC, e.g., echo state networks [18] or liquid state machines [20], employing different types of artificial reservoirs. For more details we refer to [27].

In the more recent years the RC approach has outgrown its pure machine learning domain. Looking at the desired properties for the reservoir (i.e., it should be a complex, nonlinear dynamical system with time integration capabilities) one can see that these properties cannot only be found in artificial dynamical systems that have been designed explicitly with this purpose in mind. Actually, a number of real physical systems exhibit these features as well and, hence, can potentially serve as reservoirs. One of the first examples along this line of thought was the "water in the bucket" experiment of [8], where the dynamic, nonlinear effects of a water surface have been successfully exploited as a reservoir to carry out vowel classification. However, recently a whole series of applications, especially, in nonlinear optics and soft robotics have extended this notion quite impressively, even so far, as there has been coined the term Physical RC to describe this research approach. In this work we concentrate on a discussion on Physical RC in the context of robotics. For more details on applications in nonlinear optics, we refer to [1] or [28, 7].

The theoretical setups proposed in [13] and [14] fall also into this category. They provide the theoretical basis for a wide range of real physical systems that can serve as reservoirs. Even the presented (rather abstract) networks of nonlinear springs and masses (and their simulations) are meant to provide a generic description of real physical bodies capable of serving as computational resources (compare Figure 1a). A similar line of thought has been applied by Caluwaerts et al. [5] by simulating a tensegrity structure and use it as a physical reservoir. There exist also a number of simulations employing more concrete platforms. For example, Nakajima et al. [23] implemented a sophisticated bio-inspired simulation of an octopus arm and demonstrated its computational power. Sumioka et al. [29] simulated a rather simple model of a human musculoskeletal system and employed it successfully as a reservoir. Hauser and Griesbacher [12] used simulations to show that a compliant physical body can be used to control a rigid robot arm. Bernhardsgrütter et al. [2] extended this work by letting the soft body structure grow based on rules encoded as L-systems.

Next to the simulation results, which are already remarkable, a series of work has

---

2In RC literature temporal integration is referred to as the fading memory property. In the context of dynamical systems this means we need to have an exponentially stable system that has one point of equilibrium or stays "close enough" to such a point - for a proof see [3].
demonstrated the applicability to real physical platforms. For example, a soft silicone based octopus arm has been used by Nakajima et al. to carry out computations and to implement a feedback controller [22]. Zhao et al. [34] constructed a quadruped platform that employs a bio-inspired soft spine as a reservoir to control the locomotion of the robot. Even tensegrity structures have been built and employed in such a Physical RC approach with the goal to use them for exo-planetary exploration [6].

While one might understand Physical RC as a simple extension of the original RC approach, we strongly believe that there are a range of remarkable implications, especially, when you consider implementations in the context of morphological computation on real-world robotic platforms like soft robots. Suddenly, abstract terms and notions from machine learning have real-world, physical meanings. We believe, as a consequence, this initiates a radical change of viewpoint, which implies a paradigm shift with respect to robotic design and even to computational theory.

In the following sections we are going to highlight and discuss some of these implications and we hope to inspire researchers to enter this young and exciting field of research.

The Body is not a Computer, but . . .

The original RC approach is a pure machine learning technique. Its main purpose is to do computation, or to be more precise, to provide a learning setup to emulate a desired computation. However, if you work with a real physical body as a reservoir you suddenly have to deal with a completely different point of view and, as a result, abstract terms (like fading memory, kernel property, etc.) have real world implications and interpretations. Typically, the body or (body parts) of biological systems and of robots have (a set of) specific functions and are not explicitly built for computation. For example, the leg is used for locomotion or to kick a ball. The hand is meant to grasp an object or to play piano. The Physical RC approach, however, implies that on top of these functions we can exploit the dynamical properties of these body parts to carry out relevant computational tasks (e.g., to provide an appropriate continuous control signal based on the continuous sensory streams to stabilize the movement when kicking the ball). One could even argue that we get this computation for free. As one can see in Figures 1(b-d) we typically consider input(s) to our physical body in form of forces or torques. Either the environment (or some other agent) applies them or they come directly from an active degree of freedom, i.e., any type of actuation, within the robot. The body does not "know" that it is part of a computational device. It simply obeys the laws of physics and it reacts accordingly. Note that this also implies that the body does not over- nor under-compensate, since it is a stable physical system. The proposed setup simply adds some linear readouts to the body to complete the computation. The body would react exactly the same, if there were no readouts at all. If this output is used, e.g., in a feedback loop as a control signal for the robot, the behavior of the robot of course should be different if we close the loop by adding the readout. However, the

\[^3\text{For example, a linear mass-spring-damper system reacts with a force proportional to the perturbation - not more, nor less.}\]
body still does not "know" that it is part of this computational loop. This raises the philosophical question, sometimes referred to as the teleological principle, whether the body is carrying out computation at all. Although, we are not trying to answer this question here, we can argue that Physical RC can still be of practical value, if it is able to provide a beneficial mapping of input streams onto output streams with the help of the physical body.

Another interesting implication of this property of "ignorance" of the body (i.e., it behaves the same, whether we add readouts or not) is that we can employ the same body for multiple computations on the same input at the same time. We simply have to add the according number of readouts. We refer to that as multitasking and this has previously been demonstrated in simulations in [13] and [14] as well on real platforms, see [22].

The Power of Linear Regression

As pointed out in the introduction the RC setup needs on one hand a reservoir, which is basically a complex nonlinear, dynamical system with fixed parameters for the dynamics, and on the other hand a linear, static readout, which is adapted during the learning procedure. As a consequence, the task to learn to emulate complex, nonlinear operators/dynamical systems can be, with the help of the reservoir, reduced to the much simpler task to find some linear output weights, i.e., to carry out linear regression. It has been argued in [13] and [14] that if learning was successful, all the nonlinearity and memory that is needed for the emulation of the given computational task can be considered to be outsourced to the physical body in such a setup. As also discussed in [13] this fact implies a number of remarkable properties.

First of all, linear regression is fast and it is even guaranteed to find a global optimum. Furthermore, linear regression "picks" (i.e., assigns bigger weights) to signals that are more relevant to produce the desired output, i.e., it naturally deprecates irrelevant information. Linear regression also provides the possibility to employ online learning, e.g., Recursive Least Square (RLS) and others. Caluwaerts et al. demonstrated this possibility in their simulation work with tensegrity robots, see [5], where the structure learned online to improve its locomotion. Besides these nice properties linear regression has also a more hidden advantage. It averages over conflicting information. This feature is especially important when a feedback setup (as presented in [14] - see also Figure 1a) is used. In general, such a feedback setup is needed to emulate more complex computations, like stable nonlinear limit cycle (e.g., for locomotion) or dynamical systems with bifurcation behavior or with multiple equilibrium points (i.e., analog finite state switching machines). The process to learn in such a case takes place in open loop, i.e., the optimal feedback (the target output) is fed back to the body and the internal signals

4For an excellent discussion of this question we refer to the submission of Hoffmann and Müller in this e-book.
5The argument is that the readout is only linear and does not have any notion of memory (i.e., it is static). Hence, in such a setup nonlinearity and memory can only be contributed by the physical body.
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(sensory information) are collected to calculate the optimal weights. In simulations, if we only use this data, we are able to learn the (almost) perfect trajectory of a given target limit cycle. However, as soon as we close the loop already numerical imprecisions drive the system away from this trajectory. It is not stable. The system is not robust. However, if we superimpose noise to the learning data, linear regression averages over a region in the state space (i.e., some space around the nominal trajectory) and inherently learns a region of attraction, which results in a stable limit cycle. The conclusion is that noise is crucial for the robustness in a closed loop setup. Remarkably, for example, in the octopus arm setup of [22] the necessary noise to learn a robust limit cycle is provided by the physical environment (e.g., from the sensors or any other noise of the physical body and the environment).

Another aspect of robustness can be observed when we use linear regression in its online version. If, for example, a sensor is broken (e.g., producing only a zero value or only noise), its value will be simply deprecated over time by the online learning approach, i.e., it will receive a decreasing weight. Furthermore, we speculate that even in the case when any other part of the body is broken (e.g., a spring, a motor) the setup is potentially highly resilient as well. Note that in this context one could use also more sophisticated online learning approaches to take advantage of the Physical RC setup. For example, one could employ reinforcement learning techniques (see [30] for an overview) that try to improve a reasonable working trajectory based on a given performance measurement (e.g., speed in locomotion). Another possibility is to combine it with learning techniques that are information theory driven, as for example used in [21]. Such approaches are especially useful if we don’t have a desired target function and the system has to learn to exploit its "eigen-dynamics."

Finally, we want to point out that linear regression is also inherently unbiased with respect to what kind of sensor types (e.g., gyroscope, pressure, force, visual, etc.) are used. It is also able to deal with different scales, changing the number of sensors being used, or redundant information.6 Interestingly, biological systems exhibit a huge number of internal sensors and, hopefully, we will see a growth in the number of sensors in robots in the near future as well.

The Limitations of the Physical World

A big difference between the classical RC approach and the use of real physical bodies are mechanical constraints. While in the machine learning setup you can virtually choose any parameters values to fit your task, when you use a real physical platform you have to deal with given limitations.

The first one is the constraint related to frequency. A (stable) physical system works as a (nonlinear) low-pass filter. Mechanical parts cannot follow arbitrary frequencies and might be able to respond only at lower frequencies.

The second constraint (when compared to the virtual RC approach) is the transfer and distribution of information. In the standard RC approach, typically, all nodes are

6Clearly, if all signals are linearly dependent, we don’t get the necessary computational power.
allowed to be connected with any other node. However, in a real physical systems the information has to travel through the body by mechanical interaction. For example, if the octopus robot arm of Figure 1c is excited at the shoulder (on top in the depicted platform) than it will take some time until this information is carried along the passive silicone structure to have some effect on the tip of the arm. Although this seems to look like a disadvantage, after all we discuss here constraints, this can also be the right amount of fading memory that is needed for this robotic structure to be useful in certain computational tasks. This points to the fact that it makes sense to consider the computational role of physical bodies already during the design process.

The third constraint we discuss is noise. This could be introduced by physical effects (e.g., sensory noise) or by numerical imprecision, when the involved signals are digitalized. While in general noise is perceived as a disadvantage, in the case of the RC setup for morphological computation, as already pointed out, it can be an advantage. In the case of a learning setup, where we want to use the body in a closed loop (Figure 1a), noise makes sure to provide a broad enough set of learning data points around the desired trajectory to get a robust closed loop system. Of course the amplitude of the noise is crucial. Remarkably, in our experiments with real physical platforms we have not encountered any problems with respect to that so far. It seems the existing noise in the system, e.g., from the sensor and/or the body itself or the environment, provides the right amount and type of noise. In the context of noise we would also like to point the interested reader to the work of Hänggi [11], where the author demonstrated the usefulness of noise in biological systems in other context.

In summary, it is important to consider physical constraints present in robotic platforms. To be more specific, we argue that is important to consider them already during the design process as they directly influence the computational power of the physical body. Although, constraints constitute a problem and they clearly point to limitations of morphological computation, they can also help us to decide which part should be or can be outsourced to the physical layer and which part should be retained in the more classical electronic controlling units.

**The “Body” and the “Brain”**

In this section, we follow up on the question what should be or what can be outsourced to the morphology of the robot and which part should be implemented in the abstract, digital layer of the CPUs. Where should we draw the line between morphological computation and pure digital computation?

Before we do that we have to clarify what we mean by morphology (physical body) and digital layer (controller) in this context. Clearly, any virtual controller or digital controlling unit needs a physical embodiment. This could be, for example, a simple CPU, a complex signal processor, or even a full-blown computer. However, when we

---

7The Liquid State Machine approach [20] limits that by allowing some Gaussian probability for the connections, i.e., nodes are more probable to be connected to closer nodes than to ones that are farther away. This is done in order to mimic the connectivity pattern in the brain.
talk about morphology we are explicitly not considering classical computational architectures. The reason is that in these cases the physical implementation is designed to be as independent from the physical realization (i.e., the morphology) as possible. This is exactly the opposite of what we consider to be useful in morphological computation. A computer architecture is meant to be robust against any external influences, which are not defined as computational (digital) input. Loosely speaking, we don’t want any bit to flip because an agent applies forces to the physical body of the computer, nor should any environmental change (like increasing temperature) influence the outcome of the computation.\(^8\) On the other hand, in the morphological computation setup input is received directly through the body by interaction with the environment including other agents in form of forces. The robot body serves as actuator (output - it applies forces) as well as sensor (react physically to input forces). Another difference is that classical computational hardware is based on digital information (because it makes it more robust against external influences), while morphological computation lives in the continuous realm – it is analog computation. For a further and more in-depth discussion we refer to [10].

Coming back to the notion of morphology, when we talk about a physical body or morphology we refer to the part that is involved in morphological computation. When we use the term controller, or virtual or abstract computation we refer to the part that is implemented in form of classical computational architectures (e.g., a software program in a CPU). Note that the abstract (second) layer (in macroscopic biological systems these are neural networks) is typically on top of the morphological computation layer. Another important point is that classical robot designs (built out of rigid body parts connected with high torque servos) don’t have any deliberate computation in the physical layer, hence, any computation in the robot is carried out only in the abstract controller layer.

Having clarified the terms we can now assess what kind of computations should be outsourced to the morphological layer and which computation should remain in the domain of the abstract control level. Based on the discussion of the previous section on constraints we can argue that it makes sense to outsource only computations that are in the frequency range inherent to the physical body. This would allow us to take advantage of this analog domain, which does not suffer from errors and delays introduced by digitalization processes. Hence, such computation is extremely fast. This is especially of advantage in computations that don’t need to consider the long time history of inputs nor the integration of multiple sensory information. Reflexes are an excellent example for potential applications. Another typical field of application of morphological computation is given in tasks, where physical interaction with the environment or another agent is predominant. There is no need to artificially transfer the sensory information to a central processor, as it can be "used" directly and locally in a morphological computation setup. For example, legged locomotion is based on the appropriate interaction of the legs with the ground. But also efficient flying and swimming depend on the "appropriate" physical interaction with the engulfing medium. Grasping is another example where

\(^8\)The only possibility is if we define a corresponding digital input to the computer as, for example, a thermal sensor.
morphological computation seems to be especially suited.

On the other hand, considering the given limitations of the physicality we can also conclude that more complex computational tasks, like planning or complex decision making, should be realized in the digital domain, as we can take advantage of features of classical computer architecture like long-term memory, look-up tables, and others.

Of course, there is still a gray area, i.e., computational tasks that can either be implemented in the morphology or in the digital domain. Hauser et al. showed in [13] and [14] that theoretically there are almost no limitations to outsourcing computation to the morphological layer. However, there are of course practical limitations as already pointed out. We would like to argue here again that these limitations are a good starting point for further investigations to understand better, where to draw the line. We also suggest that a feasible way towards a more general understanding is to look at specific tasks and to build corresponding specific morphological computation based robotic devices.

When outsourcing computation to morphology we have to consider another important point. While on one hand this can be a very elegant solution, on the other hand, by doing so we fix the type of computation it can carry out. We lose the ability to be adaptive. One possibility to avoid the necessity of adaptiveness at all is to design the physical body in such a way that it already exhibits inherent robustness over a wide range. For example, a mass-spring-damper system can move back to its resting length after a perturbing force has vanished. In a dynamical system terms, we talk here about a region of attraction around a point of stability. This attractor space can be shaped by the mechanical design and is defined by the physical properties. Accordingly, for the case of repeating patterns, we can consider stable limit cycles with corresponding attractor regions around the nominal trajectory in the state space. However, there will be physical limitations for such attractor regions. Furthermore, for certain task qualitatively different responses are required, e.g., a switch from a repetitive movement to a goal driven movement (i.e., limit cycle vs. equilibrium point).

A better possibility and a more general approach to overcome the problem of the missing adaptivity is to include some adaptation mechanism to change the morphology online. We call that *morphosis*. Such a change can include the adaptation of single parameters (e.g., the stiffness, friction coefficient, etc.), but also geometrical arrangements of body parts [26], actuators [33, 31], or sensors [19].

The EU project LOCOMORPH has investigated that line of research in the context of locomotion and built a number of novel morphosis mechanisms. The results also demonstrate how such changes can be beneficial with respect to energy efficiency and how they can increase the region of sensible parameter space over different terrain properties [32]. Typically, such changes take place on a slower time scale than the actual movement and, important in the context of this discussion, such changes are then meant to be initiated by a controller at a higher level, while at the lower level the morphological properties assure a stable movement.

Another aspect of the line between abstract controller layer and mechanical body is the information flow between them. One possibility is to use the body as some nonlinear preprocessing devise to transform information in such form that the controller can deal more easily with it. An often cited example from biology is the insect eye, where the
individual rather simple visual sensors are arranged in such a nonlinear way that it counteracts (i.e., linearizing) the nonlinear effect of the optical flow, see [9]. There exists also a corresponding implementation of this principle in a robotic platform, see [19]. One could say that the morphology linearizes the input data stream. Of course, the preprocessing in the case of the insect eye is, although being nonlinear, only a simple static mapping. However, in the context of morphological computation (specifically in the case of Physical RC) a physical body can be used for much more complex tasks. For example, it could be used for preprocessing tasks that include time depending computations, i.e., the use of memory is required. This has been demonstrated in simulation results in [13], but was also shown to work in real physical platforms, see, e.g., the octopus experiments on [22]. Besides the information flow from the body to the abstract controller layer, there is also a flow into the other direction. The idea is that the high-level controller (brain) only interferes when necessary. One example has already been pointed out when we discussed the concept of morphosis, where the high level controller initiates the switch to a different behavior by adapting the morphology to the most appropriate one for the current situation (i.e., computational task). In the following section, we will elaborate this topic in more details.

Switching Limit Cycles - Switching Behavior

Füchslin et al. discussed in [10] the idea of morphological control, i.e., computation carried out for the sake of control with the help of morphology. They described a setup where the physical part defines either a stable limit cycle or a point of equilibrium with its corresponding area of attraction. This means if the (physical) system is perturbed (in a certain maximal range) it finds its way back to the nominal behavior (either limit cycle or point of equilibrium). Now, for a different task the system might need to embody another behavior. It has to switch, for example, from one limit cycle to another, or even switch from a point of equilibrium to a limit cycle (bifurcation). Here is where the abstract control layer comes into play. It does not have to fully control the whole body, it just has to provide the appropriate input to move the system out of the actual region of attraction (of a limit cycle or equilibrium point) into a new one. One could also imaging to have a mechanism that changes the morphology of the system itself (morphosis mechanism as previously discussed). One could move a certain link of the body into a different posture. Füchslin et al. give the example of humans who change their body posture when they have to carry a heavy backpack. Another example is the "kick" we have to give our body when we change our gait patterns, e.g. to change from walking to running.

In [14] Hauser et al. demonstrated such a switch in their simulations. The input to the physical body (serving as a reservoir) was a constant force to randomly chosen locations in the body. Depending on the amplitude of the input force the system produced autonomously one out of three different limit cycles. Note that, since the output weights are fixed after learning and we apply forces as input to a compliant body (reservoir), we

9These locations are randomly chosen in the initialization phase, when the reservoir is constructed as well. However, these locations are fixed afterwards.
Figure 2: Schematics of a possible setup to sense different environmental conditions through a soft body that serves as a reservoir. For both situations the linear setup is kept constant. On the left side the system produces autonomously a limit cycle that serves as a control signal for one degree of freedom (e.g., for the knee motor). On the right side a heavy weight is put on the body (the environment has changed) and the state of the reservoir changes. As a consequence, the system produces now a different control signal for the knee.

actually change the behavior of the system (i.e., different limit cycles) by simply squeezing the body. If we squeeze it hard it produces a different limit cycle than if we squeeze it a little.

One could now consider, for example, a legged robot with such a compliant body (compare Figure 2). The Physical RC setup should produce the motor position for one degree of freedom (a limit cycle for a steady locomotion) by reading out the state of the body (via internal sensors). Now, if we add a heavy weight to the back of the robot, the system should produce a different limit cycle, e.g., now for a gait with the knees more bent which is more appropriate for carrying this weight. It is important to note here that the output weights do not have to be changed. Just the different environmental conditions (heavy weight on the robot vs. the robot’s weight alone) would initiated the change. One could argue the body is able to sense this difference, which is a remarkable conclusion, as this is a notion completely undiscussed in classical robot design literature. In the next section we will elaborate more on this idea of sensing through the body.

However, before we do so, we would like to show this idea of switching behavior can be carried even further. Consider you have a couple of limit cycles that serve as controller trajectories for a number of active degrees of freedoms, for example, for a humanoid robot to locomote. Now if the robot stumbles and falls, it would need a completely different strategy to get up again. Instead of limit cycles, the robot would need for its degrees of freedom appropriate trajectories in its high dimensional space towards points of equilibrium (which correspond to the robot standing). For more complex robots, one could also consider some intermediate sets of equilibrium points - some sort of waypoints, which define subgoals on the way to stand up. After that the robot needs again a strategy to move from this rather static posture back into the limit cycles of walking (bifurcation). The transitions between these completely different dynamic behaviors will be initiated by a high level controller in the previously discussed abstract controller layer. Note that the controller only has to initiate the transition, i.e., give it enough push (into the
right "direction") to get out of the region of attraction. Note that this control signal in general does not have to be very precise as the rest of the stable movement is "encoded" in the morphology. This also means that the controller only needs to know in which basin of attraction the system presently resides to initiate the jump into another one. Consequently, it only needs to know (and measure) the approximate state of the system. In the context of Physical RC, assuming the body is designed cleverly enough, simple (smooth) switches between different sets of output weights to produce the actuator signals might be sufficient to guide the robot through all these stages.

The Smart Body - Sensing Through the Body

As mentioned in the previous section, the body can be used as some kind of complex sensor. This goes along with the idea presented in the section "The 'Body' and the 'Brain'" where we outlined the idea of using the body as a computational preprocessing unit.

While in the machine learning setup of RC the input is some abstract signal, in a real physical systems the inputs have underlying physical effects. For example, in the simulations presented in [13] and [14], which intent to simulate real physical systems, inputs are defined as forces. Since the physical reservoir is compliant it reacts to these forces and changes its state accordingly.

Let’s take a closer look at what kind of forces are considered and where they potentially can come from. For example, forces can be applied by internal actuators. This was the case in the octopus experiments in [24, 23, 22], see Figure 1c, where an attached motor moved the passive soft arm structure. In the quadruped experiments of Zhao et al. [34] the locomotion motor applied forces to the body and, therefore, introduced changes in the soft spine, which served as a physical reservoir (see Figure 1d).

The input forces could also come from the environment as in the case of the "heavy weight" example, see Figure 2. Due to gravity the additional weight applies some forces to the soft body and, therefore, changes the state of the physical reservoir.

Another possible way to receive input forces from the environment are external objects, which, e.g., don’t allow the standard locomotion limit cycle to succeed (i.e., the robot hits an obstacle with one of its legs). Moreover, already subtle changes in the ground friction can introduce forces during locomotion, which could be then "sensed" through the body. Again, a soft body (the reservoir) would deform accordingly. A similar effect has been used in the work by Owaki et al. [25]. They showed that a mechanical communication (via the body as well via the environment) between limbs seems to be essential for robust quadruped locomotion. Furthermore, Caluwaerts et al. showed in [5] exactly the discussed sensing capabilities with a simulated tensegrity robot. They demonstrated that their robot is able to learn to distinguish different environmental conditions (flat ground, ground with nobs) by processing it through the compliant tensegrity structure during locomotion.

Another input possibility are forces that are introduced by an external agent, e.g., another robot or a human guiding the passive robot. Finally, forces as input could also
be provided by an object that a soft robot wants to grasp. There would be an immediate force feedback, which could be, for example, used to differentiate various objects.

From all the examples we can immediately see that sensing through a physical body is possible without the use of specific sensors. It is a very direct and fast sensing approach and no external artificial control loops are needed. However, it must be also clear that there is certain sensory information that is not directly accessible through a force interaction, for example, the information on radiation or visual input, just to name two. Nevertheless, as previously pointed out in the section on "The Power of Linear Regression" the Physical RC approach is capable to incorporate such sensory information without any problem when provided by an appropriate sensor.

Finally, we would like to point to the fact that sensing through the body needs a compliant body, as well a certain extent of passive degrees of freedom (i.e., an underactuated system). Both are typical properties of soft robotic structures. Hence, we argue that soft robots are especially well suited for the Physical RC approach.

Where Does the Reservoir Start and Where Does it End?

In this final section, we will discuss the question where does the reservoir start and where does it end? The answer might be trivial for the abstract machine learning setup, since in that case the reservoir is explicitly defined by the designer. However, it is not that simple to find an appropriate response in setups with real physical platforms. Let’s take, for example, the octopus platform from Figure 1c. At the first sight one might say that the silicone structure is the reservoir. However, this is only partially true. It is right that the (input) forces applied by the motor are transformed into a change of the dynamical state of the arm. However, there is a significant part that is contributed by the dynamics of the interaction of the arm with the environment, i.e., the water. There are nonlinear effects, drags, damping effects and so on. If we would change the property of the liquid significantly (e.g., changes the density by adding salt) we would get different responses in the sensor outputs for the same motor input signal. Note that any nonlinear effect and any temporal integration can provide potentially additional computational power as they can add to the kernel property and to the fading memory as discussed in the introduction (see also [13, 14]).

To give another example, the reservoir of the quadruped robot of [34] in Figure 1d is not just the compliant spine. All other body parts contribute to the reservoir as well, since the feedback loop from the motor signal (produced by the Physical RC setup) goes through the environment, via the contact points at the feet, back to the rest of the body of the robot. As previously discussed a sufficiently big enough change in the environment would change the sensory values and, therefore, the behavior of the whole system.

Next to the contribution of the interaction with the environment, actuation systems and sensor parts of the robotic structure can provide beneficial nonlinear effects to the reservoir as well. Any type of actuator as well as sensors have typically some sort of nonlinearities, e.g., saturations, memory effects, etc. They are usually perceived as disadvantages. Interestingly, in the Physical RC setup they can potentially contribute to
the computational power.

Finally, when we use this setup to produce a control signal for the robot, remarkably, we can conclude that the body itself can be used as a computational resource to control itself. This means the classical separation between controller and the to-be-controlled is blurred and, therefore, we have to rethink what control means in this context. A start of this discussion has been laid out in [10].

**Conclusion and Future Outlook**

We have discussed a number of implications when the theoretical models of [13] and [14] are implemented in real physical platforms. There are a number of remarkable conclusions, since the involved parameters from the underlaying machine learning technique (i.e., reservoir computing) relate to real physical properties. We discussed the interpretation of physical bodies as computational resources and show how the complex task to learn to emulate relevant computations can, with the help of such a body, be reduced to simple linear regression. We also provided a number of remarkable consequences, when we can use such a simple learning setup. We pointed out physical constraints and proposed how we could deal with them. We investigated the role of the body in relation to abstract controller levels and showed how a compliant physical body can be used as some sort of "full-body sensor" and as a preprocessing unit.

We hope that the individual sections of this article will inspire people to do more research into that direction. We would like to refer the interested reader to the introduction of a special issue on morphological computation [15] where we have pointed out a number of research opportunities, which are also relevant for this specific Physical RC approach.

Furthermore, we believe the future holds a number of interesting directions for this approach. As the research on growing and self-assembling artificial material grows more mature we will be able to build a whole range of interesting physical bodies. There exists already some theoretical work as well some simulations that show how physical bodies can be optimized to increase the performance for given tasks [16]. Also the work by Bernhardgrütter et al. [2], where L-systems are used to control the grow of a physical reservoir, show promising results. If we are able to guide the growth or assembly of such real physical structures we would have a wonderful tool at our hand to build computationally powerful bodies.

Although we have mostly discussed examples from robotics, the same principles can be employed for a wider range of intelligent bodies. One could apply the same framework, for example, for smart furnitures or building structures, e.g., a chair or a floor that is able to distinguish how and who is interacting with it. Another possible way to exploit the morphological computation setup is to consider smart materials, which can change their dynamic properties by applying electric or magnetic fields, or by controlling the temperature. Such physical structures would be more adaptive and resilient. For example, they could change their resonance and filtering behavior when appropriate.

Their code is freely available on https://github.com/SoftRobotics.
So far, the discussed applications and implementations almost exclusively focused on systems governed by classical mechanics and/or continuum mechanics. However, the underlying principles apply as well to systems with dynamics governed by statistical mechanics. One important aspect of this notion is the hypothesis that also cellular control is not only enforced by genetic signals but embodies the morphology of cellular components such as, e.g., membranes as active parts in information processing. Taking the body, on the cellular or on the macroscopic level, not only as the stage on which control processes take place but as an active part of the biological computational infrastructure will influence the way how we design therapies.

In summary, due to the generality of the physical reservoir computing approach a broad range of applications are possible and we believe especially an interdisciplinary approach will be highly beneficial in this context. We are excited to see what people are coming up with.
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