A cloned linguistic decision tree controller for real-time path planning in hostile environments
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Abstract

The idea of a Cloned Controller to approximate optimised control algorithms in a real-time environment is introduced. A Cloned Controller is demonstrated using Linguistic Decision Trees (LDTs) to clone a Model Predictive Controller (MPC) based on Mixed Integer Linear Programming (MILP) for Unmanned Aerial Vehicle (UAV) path planning through a hostile environment. Modifications to the LDT algorithm are proposed to account for attributes with circular domains, such as bearings, and discontinuous output functions. The cloned controller is shown to produce near optimal paths whilst significantly reducing the decision period. Further investigation shows that the cloned controller generalises to the multi-obstacle case although this can lead to situations far outside of the training dataset and consequently result in decisions with a high level of uncertainty. A modification to the algorithm to improve the performance in regions of high uncertainty is proposed and shown to further enhance generalisation. The resulting controller combines the high performance of MPC–MILP with the rapid response of an LDT while providing a degree of transparency/interpretability of the decision making.
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1. Introduction

Behavioural cloning [1–3] has been used to imitate human control of systems that are difficult to model analytically. A limitation of such approaches is clearly that the clone can only be as good as the human it is imitating. An alternative application is in complex real-time systems where the control policy must be determined very rapidly, whilst it may be possible to model such systems, deriving the control policy in real-time is often challenging such as the control of obstacle avoidance for Unmanned Aerial Vehicles (UAVs) [4,5].
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UAVs operate in many different environments some of which are highly uncertain, dynamic and, in the case of military applications, often hostile. Current emphasis is on increasing the level of autonomy from pre-programmed path following to autonomous path re-planning to account for unforeseen events [6]. Such re-planning must be completed in real-time and follow some optimised strategy in order to ensure the safety and performance of the vehicle.

An additional requirement on automated path planners if they are to be accepted operationally, is that they must be trusted by human supervisors, i.e. it should be easy to understand the path planners decision making [7,8]. In the context of UAVs, the supervisor may be required to authorize a change to a pre-agreed flight-plan (Management By Consent, MBC) or to provide sufficient information about the decision making process so as to allow the operator to over-ride proposed changes (Management By Exception, MBE) for example in target allocation. The linguistic approach adopted throughout this paper provides an intuitive mechanism by which to convey information regarding the algorithm’s decision making, i.e. it is *interpretable*.

There has been much discussion regarding the interpretability of fuzzy systems [9,10], although there remains no agreed definition [11] and consequently it remains a controversial topic [12–14]. Since fuzzy controllers were first proposed by Mamdani [15], the ability to provide an explanation or reasoning for a given decision has been a fundamental driver for using fuzzy sets to model complex systems. Interpretability can be considered as the property that indicates how easily an expert can comprehend the output of the system [13,16]. Although there is no agreed formal definition the following are seen as being characteristic of an interpretable system:

- fewer rules;
- consistency of rules (similar antecedents lead to similar consequents);
- simple rule antecedents containing only a few attributes;
- inclusion of only attributes that are familiar to the user;
- linguistic terms should be intuitively comprehensible (in terms of the membership functions);
- the inference mechanism should provide technically and intuitively correct results.

In light of these multiple criteria it is clear that interpretability is not a simple binary property but a function of the ability to comprehend a system’s decision making. Unfortunately, it is generally accepted that there is a trade-off between accuracy and interpretability [12,13] although to further complicate the issue, in some instances over-fitting can lead to rules that are both less interpretable and with lower performance. In this paper we argue that Linguistic Decision Trees offer a good compromise between these two competing notions due to their underlying structure and clear semantic foundations. The method presented in this paper aims to maximise transparency but places slightly greater importance on the algorithm performance. However, it is accepted that alternative methods may offer higher performance at the expense of interpretability.

Path planning with obstacle avoidance is intrinsically NP hard [17,18]. Many solution methods have been studied including optimal control [19,20], potential fields [21,22], graph search [23–25], evolutionary algorithms [26,4] and even manually tuned fuzzy logic controllers [27].

In this paper, Mixed Integer Linear Programming (MILP) [28] is adapted as the reference planner, from which a Linguistic Decision Tree (LDT) will be trained. MILP offers high performance, and since it is used here only for off-line training, its comparatively heavy computational load is not a problem. The MILP planner is implemented within Model Predictive Control (MPC) [29–31] in which the planning problem is repeatedly solved on-line, and only the initial portion of each plan is implemented. This approach introduces feedback, to compensate for uncertainty, and can be proven to be stabilising [32] and to satisfy constraints. The result is a feedback guidance law for the UAV that ensures obstacle avoidance and offers high performance [5]. However, the on-line optimisation limits response speed and provides no justification for the specified output. This motivates cloning.

This paper proposes applying behavioural cloning to an optimized behaviour to combine the benefits of the optimizer’s performance with the LDT’s rapid decision making. The proposed controller prioritisises a rapid decision period suitable for real-time implementation and places a high degree of importance on quality of the decision whilst seeking to maintain interpretability. Specifically the contributions of the paper are:

- an alternative partitioning of bearing attributes to account for circular domains;
- a more generalized Modal-LID3 algorithm (compared to [33]) to account for non-linear output functions;
- Lookahead-LID3 is proposed as a new approach to making predictions with an LDT in areas of high uncertainty.
The proposed methods are validated with simulated results but implementation in actual UAVs is beyond the scope of this paper.

The remainder of this paper is organized as follows: Section 2 introduces the relevant background of the applied methods and formally defines the problem statement; Section 3 presents the MPC reference controller used to generate the training data; Section 4 presents several modifications to the standard LID3 algorithm necessary for successful navigation in scenarios containing one or two hostile regions; Section 5 demonstrates successful generalisation to scenarios containing a larger number hostile regions and investigates factors that influence the performance of the cloned controller; Section 6 demonstrates how the semantic nature of the algorithm promotes good interpretability and presents some metrics to measures the interpretability of the proposed controller; Section 7 presents an extension to the algorithm to improve performance in regions of high uncertainty and compares the computational complexity of the new algorithm with that of the optimisation; finally Section 8 highlights the main findings and conclusions of the paper.

2. Preliminaries

2.1. Behavioural cloning

Many high-level human skills, such as decision making, are difficult to imitate. Behavioural Cloning is one technique that has been used to synthesise automatic controllers to perform the same function as human operators [1–3]. The principle is to infer a set of control rules from traces of the operator behaviour.

This paper applies the idea of behavioural cloning to develop an LDT [34,35] controller for path planning in a hostile environment, i.e. navigation to a target obscured by regions of elevated risk, within this paper such regions will subsequently be referred to as ‘obstacles’. It is noted that the obstacles represent soft constraints on the UAV’s trajectory, i.e. they should rather than must be avoided. In order to ensure near optimal trajectories, the training data is generated from an MPC–MILP controller rather than traces of a human operator in contrast to previous instances of behavioural cloning [1–3]. It is intended that the resulting LDT controller can make good approximations to the trajectories from the optimal reference controller, while benefiting from the rapid computation and interpretability of the decision trees.

The architecture of the proposed system is illustrated in Fig. 1. The cloning system has two modes, learn and run. When in the learning mode the model predictive controller is used to generate heading deviation decisions, $\Delta \Psi$, at each time-step, $k$. For all instances in this paper $\Delta \Psi \in [-65°, 65°]$. The heading deviations are summed with the current heading, $\Psi$, and used as a reference input to the UAV and recorded with the optimisation inputs (distance and bearing to the target, $D_{\text{target}}, \theta_{\text{target}}$, and distance and bearing to the obstacles, $D_{\text{obstacles}}, \theta_{\text{obstacles}}$) in a training set. Once training has been completed the run mode is engaged where the cloned decision tree controller is used to generate the heading deviation commands and performance evaluated. Other inputs to the UAV demanded altitude, $h(k+1)$, and demanded velocity, $v(k+1)$, were fixed at 1 km and 300 ms$^{-1}$.

Henceforth, the complete system will be referred to as the system or “simulation”; the “UAV” will be referred to as the UAV or “UAV model” which receives inputs from a “trajectory controller”. It is important to note that the
trajectory controller provides a heading demand to the UAV which has a lower-level autopilot, capable of translating the heading demand into the required pitch, roll and yaw demands.

The layout of Fig. 1 also illustrates the general concept of a cloned controller. In offline “learn” mode, a complex controller is used to generate a training set. “Complex” here means that the controller offers very good performance but is somehow expensive to deploy online. For example it could be a computationally intensive optimization or a human. That training set is used to develop a decision tree. In online “run” mode, the decision tree is used to approximate the offline controller, seeking similar performance but with less expense. Furthermore, the structure of the decision tree offers easier interpretation of behaviour than the offline control would typically allow.

Since the learning phase employs simulation instead of experiment, it is important to consider if the cloning is representative of real-life results. The only part of the system we are cloning is the controller, i.e. some software, which would present the same outputs, given the same inputs, in simulation as in reality. The relevant question then is whether or not the simulated training generates cases that are representative of those that would be seen in reality. To address these issues Section 5 investigates the ability of the LDT to generalise to new instances while the method proposed in Section 7 further improves the robustness of the algorithms in regions of high uncertainty. Further work is necessary to investigate the sensitivity of the training process to the parameters of the simulator. Possible future work in this direction would be the inclusion of noise within the simulation especially with regard to the UAV sensors.

2.2. Linguistic decision trees

Decision trees were initially applied to classification problems with discrete attributes such as Quinlan’s ID3 algorithm [36]. The C4.5 algorithm [37] extended the range of problems decision trees could solve by proposing a crisp partitioning of continuous attributes. This method of partitioning led to generalisation and stability problems due to the sudden switching between partitions for small changes in the inputs. Several fuzzy decision tree methods were proposed [38–41] to overcome the problems associated with crisp sets but these methods are still limited to classification problems. Breiman et al. proposed the CART algorithm [42] to allow decision trees to be applied to regression problems. Another approach to regression problems was proposed by Lawry et al. which combined Quinlan’s ID3 algorithm [36] with label semantics [43]. The resulting algorithm, LID3 [44,45], has been used to tackle regression problems such as flood and storm surge prediction [46,47].

The interpretability of decision tree algorithms has previously been assessed as high [16] based on properties such as having a consistent rule base with simple and easily comprehensible rules; the rules typically include only a subset of the input variables; the associated membership functions are intuitive to the user (as they must be predefined and are not modified by the learning process). It is acknowledged, however, that the LID3 algorithm introduces some additional features that reduce the interpretability of the resulting decision tree. There are two significant features of LID3 that affect interpretability: the first is that, unlike a standard ID3 decision tree, each branch or rule has an associated “belief” (although only a few branches will be non-zero for any instance); second is the introduction of a probability distribution on the output variable given each branch, this effect could be mitigated by presenting the user with the de-fuzzified output associated with the distribution. Section 6 demonstrates that despite these restrictions, the rules generated by an LDT remain meaningful and useful to experts.

To summarise, LID3 has the following advantages:

1. It offers an inherent model of uncertainty [35];
2. The model offers good performance, robustness and generalisation [34]; comparable to other regression algorithms such as Naive-Bayes [48], Neural Networks [49] and Support Vector Machines [44,50];
3. The branches of the tree can be interpreted as a set of linguistic rules based on label semantics, thereby improving the interpretability of the tree [16];
4. The linguistic structure of the tree enables linguistic queries or explanations and information fusion [51,52].

This paper builds on the extensive previous work on decision trees [53–57] and takes advantage of their ability to generate accurate models based on training data to offer a real-time approximation to a large scale optimal controller for the complex UAV control problem of path planning subject to additional logical constraints. An additional benefit of the decision tree framework is that it offers a transparent rule-based representation allowing for the easy analysis of the rationale behind real-time decisions. To define terminology used throughout this paper and enable a comprehensive
definition of the contributions of this paper, the original LID3 method [44] to construct Linguistic Decision Trees is now briefly revised.

2.2.1. Label semantics

Proposed by Lawry [43], Label Semantics is a framework for modelling with linguistic expressions based on labels such as left, ahead, right or very close, close, distant, very distant. The theoretical foundations lie in random set theory and have a strong probabilistic underpinning, providing clear operational semantics for the decision rules generated and providing a representational framework for computing and modelling with linguistic rules.

The rules are formulated from sets of labels, LA = {L1, . . . , Ln}, describing the universe, Ω, of each attribute that provides information about the current state.

Let D_x denote the subset of LA that an individual, I, identifies as a suitable description of x. If I varies across a population V with prior distribution P_V, then D_x will also vary and generate a random set, denoted D_x into the power set of LA. The result of evaluating the probability of a particular subset of labels, S, for D_x across the population is a distribution on D_x referred to as a mass assignment (see [58] for details of Mass Assignment theory). D_x can be viewed as a description of x in terms of the labels in LA [44], or formally:

**Definition 1 (Label description).** For x ∈ Ω the label description of x is a random set from V into the power set of LA, denoted D_x, with associated distribution m_x which is given by:

\[ \forall S \subseteq LA, \text{ } m_x(S) = P_V(\{I \in V | D_x = S\}) \] (1)

where m_x(S) is the mass associated with a set of labels S, and:

\[ \sum_{S \subseteq LA} m_x(S) = 1 \] (2)

The labels can be modelled as fuzzy sets with associated memberships, or appropriateness degrees (μ), for different values of x where μ_L(x) reflects the proportion of voters from V who deem L an appropriate label for x. The term ‘appropriateness degree’ is used partly as it more accurately reflects the underlying semantics and partly to highlight the quite distinct calculus based on this framework.

**Definition 2 (Appropriateness degrees).**

\[ \forall x \in \Omega, \forall L \in LA \text{ } \mu_L(x) = \sum_{S \subseteq LA: L \in S} m_x(S) \] (3)

In order to avoid allocating mass to the empty set a full fuzzy covering is assumed such that, for any data element, there always exists a particular label that all voters agree is appropriate regardless of their opinion of other labels.

**Definition 3 (Full fuzzy covering).** A full fuzzy covering of the continuous discourse Ω by LA is such that:

\[ \forall x \in \Omega, \exists L \in LA \text{ } \mu_L(x) = 1 \] (4)

Fig. 2 shows a fully fuzzy covering of an attribute describing the distance to an object covered by three trapezoidal fuzzy sets with a 50% overlap, i.e. every value of x is covered by exactly 2 fuzzy sets. From the figure it is clear that μ_Nearly(40) = 1 and μ_Distant(40) = 0.8. N_F fuzzy sets with a 50% overlap are used throughout this paper. This ensures that only two fuzzy sets overlap and that the appropriateness degrees satisfy:

\[ \forall x \in \Omega, \exists i \in \{1, \ldots, N_F - 1\} \]

such that:

\[ \mu_{L_i}(x) = \alpha \] (5)

\[ \mu_{L_{i+1}}(x) = \beta \] (6)

\[ \mu_{L_j}(x) = 0 \text{ for } j \notin \{i, i + 1\} \] (7)

\[ \max(\alpha, \beta) = 1 \] (8)
Under the full fuzzy covering assumption, then w.l.o.g. if it is assumed that $\alpha = 1$ then $m_x$ can be found as follows:

$$m_x = \{L_i\} : 1 - \beta$$

$$\{L_i, L_{i+1}\} : \beta$$

$$\{L_j\} : 0 \text{ for } j \notin \{i, i + 1\}$$

This mapping enables us to define labels in terms of their appropriateness measures and then infer the underlying mass function directly.

Intuitively, some sets of labels are nonsensical and cannot logically exist, e.g. $\{\text{very close, very distant}\}$. The sets of labels that a voter could simultaneously describe as appropriate labels for a single value of $x$ are referred to as focal sets or focal elements:

**Definition 4 (Focal elements).** The set of focal elements for $LA$ is defined by:

$$\mathcal{F} = \{S \subseteq LA | \exists x \in \Omega, \ m_x(S) > 0\}$$

Fig. 3 shows the focal elements of the range attribute shown in Fig. 2 where the focal elements have been given more meaningful names, e.g. $\text{Very Close} \equiv \{\text{Nearby}\}$ and $\text{Close} \equiv \{\text{Nearby, Distant}\}$. The resulting membership functions can be considered as a strong fuzzy partition [59]. Therefore, from Eqn. (9) and the appropriateness degrees calculated previously, the following mass assignment can be derived:

$$m_{40} = \text{Very Close} = \{\text{Nearby}\} : 1 - 0.8 = 0.2$$

$$\text{Close} = \{\text{Nearby, Distant}\} : 0.8$$

**2.2.2. Linguistic ID3**

This section reviews the method proposed by Qin and Lawry [44] for learning an LDT from data.
Linguistic ID3 is the algorithm for constructing the linguistic decision tree from a given database of examples, \( \mathcal{D} = \{\{x(i), x_t(i)\}| i = 1, \ldots, N\} \) where \( x(i) = (x_1(i), \ldots, x_n(i)) \) is a vector of the potential descriptive attributes \( x_1, \ldots, x_n \) and \( x_t \) is the target attribute. For compactness \( x(i) \) will subsequently be denoted \( x_i \). Each attribute is covered by a set of focal elements, \( \mathcal{F}_1, \ldots, \mathcal{F}_n \) and \( \mathcal{F}_t \), consequently a branch can be defined as \( B = (F_1, \ldots, F_B) \) where \( F_i \in \mathcal{F}_i \) for \( i = 1, \ldots, B \) and \( B \) is the depth of branch \( B \). Therefore, the formal representation of the decision tree that is created can be expressed as:

\[
\text{LDT} = \{B_1, P(F_1^1 | B_1), \ldots, P(F_1^{|\mathcal{F}_1|} | B_1) \}, \\
\vdots \\
\{B_s, P(F_s^1 | B_s), \ldots, P(F_s^{|\mathcal{F}_s|} | B_s) \} \quad (15)
\]

An information based heuristic guides attribute selection at each node as in ID3 [36] but the information measurements are adjusted in accordance with label semantics. The measure of information defined for a branch \( B \), can be viewed as an extension of the entropy measure used in ID3.

**Definition 5 (Branch entropy).** The entropy of branch \( B \) is given by:

\[
\text{BE}(B) = - \sum_{j=1}^{|\mathcal{F}_l|} P(F_l^j | B) \log_2(P(F_l^j | B)) \quad (16)
\]

The probability of \( F_l^j \) given \( B \) can be found as follows:

\[
P(F_l^j | B) = \frac{\sum_{i=1}^N \xi^j_i P(B | x(i))}{\sum_{i=1}^N P(B | x(i))} \quad (17)
\]

where \( \xi^j_i \) is the degree to which \( x_i \) belongs to target focal element \( F_l^j \):

\[
\xi^j_i = m_{x_t(i)}(F_l^j) \quad (18)
\]

and the probability of a branch given \( x \) is the product of the membership of \( x \) to each focal element along the branch:

\[
P(B | x) = \prod_{r=1}^{|B|} m_{x_t}(F_r) \quad (19)
\]

In the case that \( P(B | x(i)) = 0 \) for all \( i = 1, \ldots, N \), i.e. none of the training data give non-zero probability to branch \( B \), then we allocate uniform probabilities to each focal element given \( B \):

\[
P(F_l^j | B) = \frac{1}{|\mathcal{F}_l|} \quad \text{for } u = 1, \ldots, |\mathcal{F}_l| \quad (20)
\]

If branch \( B \) is now to be expanded, each free attribute is evaluated in turn based on the expected entropy which is defined as follows.

**Definition 6 (Expected entropy).**

\[
\text{EE}(B, x_j) = \sum_{F_j \in \mathcal{F}_j} \text{BE}(B \cup F_j) \cdot P(F_j | B) \quad (21)
\]

where \( B \cup F_j \) represents the new branch obtained by appending the focal element \( F_j \) to the end of branch \( B \).

The probability of \( F_j \) given \( B \) can be calculated as follows:

\[
P(F_j | B) = \frac{\sum_{i \in \mathcal{D}} P(B \cup F_j | x_i)}{\sum_{i \in \mathcal{D}} P(B | x_i)} \quad (22)
\]
The Information Gain (IG) obtained by expanding branch $B$ with attribute $x_j$ can now be defined as:

$$IG(B, x_j) = BE(B) - EE(B, x_j)$$  \hspace{1cm} (23)

The aim of tree structured learning methods is to partition the data such that each sub-region is “purer” in terms of the mixture of class labels than the un-partitioned set. A tree is generated by first selecting the most informative attribute and then expanding a branch of the tree for each focal element on that attribute; this process is repeated using any of the remaining attributes until the maximum specified depth is reached or some other criterion met.

Once the tree has been constructed, new instances of the descriptive attributes can be used to make predictions. Given a new instance $\mathbf{x}$, the predicted value, $\hat{y}$, is found as follows:

$$\hat{y} = \sum_j P \left( F_j^| \mathbf{x} \right) E \left( x_j | F_j^| \right)$$  \hspace{1cm} (24)

It is noted that this expression is adapted in Section 4.2 due to the nature of the heading deviation function that is being approximated. According to Jeffrey’s rule [17], for a decision tree consisting of $s$ branches:

$$P \left( F_j^| \mathbf{x} \right) = \sum_{i=1}^s P \left( F_j^i | B_i \right) P \left( B_i | \mathbf{x} \right)$$  \hspace{1cm} (25)

and:

$$E \left( x_j | F_j^i \right) = \int_{\Omega_i} x_j p \left( x_j | F_j^i \right) dx_j$$  \hspace{1cm} (26)

$$= \frac{\int_{\Omega_i} x_j m_{x_j} \left( F_j^i \right) dx_j}{\int_{\Omega_i} m_{x_j} \left( F_j^i \right) dx_j}$$  \hspace{1cm} (27)

If a data element exceeds the range of the training data $[R_{min}, R_{max}]$ for a particular attribute when using the decision tree to make predictions, it is temporarily assigned the value of $R_{min}$ or $R_{max}$ depending on which side of the range the element appears.

Having outlined the method to be applies, the problem to be solved is now formally defined in the next section.

2.3. Problem statement

The central problem investigated in this paper is as follows: control a UAV to reach a target obscured by one or more obstacles by following a near optimal trajectory, minimised with respect to path duration, and subject to constraints representing the vehicle dynamics. The path should remain outside known obstacle regions at all times. The obstacle size and shape is assumed to be constant in all scenarios and the obstacles and target are assumed to be stationary.

The problem is explored using a simulation provided by the Group for Aeronautical Research and Technology in Europe, Flight Mechanics Action Group 14 (GARTEUR, FM AG14) [60]. The scenario addressed by the simulation includes the problem of generating a trajectory for a UAV to reach a target obscured by multiple Surface to Air Missile (SAM) sites. The SAM sites, or obstacles, are modelled as circular regions of risk which, which it is desirable to remain outside of, and are consequently a soft constraint on the UAV trajectory. In some instances, it may even be necessary to pass through one or more obstacle regions in order to generate a feasible trajectory to the target. If it is necessary to intrude into an obstacle region then it is desirable to keep the intrusion as small as possible as the risk is inversely proportional to the distance to the obstacle centre. When considering multiple obstacles it is therefore sensible to minimise the total risk rather than any other metric such as the number of obstacles entered.

The simulation includes a 3-dimensional UAV model, multiple SAM sites and a target that the UAV is trying to reach. For the purposes of this work, the UAV is assumed to fly at constant altitude and to be equipped with an autopilot enabling it to follow a supplied reference heading. A simple unicycle model [61] is used to approximate the UAV dynamics in the optimisation.

The simulation provides the distance and bearing to the target ($D_{target}$, $\theta_{target}$) and any detected obstacles ($D_{obstacles}$, $\theta_{obstacles}$) as outputs where all angles are relative to the UAV’s current position and heading as illustrated in Fig. 4.
The required obstacle avoidance controller is therefore of the form:

$$\Delta \Psi = f(D_{\text{target}}, \theta_{\text{target}}, D_{\text{obstacles}}, \theta_{\text{obstacles}})$$  \hspace{1cm} (28)$$

Predicting a heading deviation and choosing the flight path axes as the frame of reference results in a data representation that is invariant under global translation and rotation. The independence with respect to these basic transformations is beneficial as it effectively reduces the problem space and improves generalisation by allowing many different scenarios to be mapped on to a single representation.

3. MPC–MILP reference controller

This section reviews the method from [5] for UAV guidance using online MILP.

The optimisation below solves for the minimum time path to the target using a linear approximation [62–64] to the UAV dynamics. Variables are: time to target $N_k$; acceleration $a(k)$, for predicted time-steps $k \in 0, \ldots, (N_k - 1)$; obstacle intrusion, $c(k,s)$, for time-steps $k \in 0, \ldots, (N_k - 1)$ and obstacles $s \in 0, \ldots, N_o$ where $N_o$ is the total number of obstacles.

The optimisation is formulated as follows:

$$\min_{N_k,a(k),c(k,s)} N_k + \gamma \sum_{k=0}^{N_k} \| a(k) \|_2 + \epsilon \sum_{k=0}^{N_k} \sum_{s=0}^{N_o} c(k,s),$$  \hspace{1cm} (29)

subject to:

$$r(0) = r_0$$  \hspace{1cm} (30)

$$v(0) = v_0$$  \hspace{1cm} (31)

$$v(k + 1) = v(k) + a(k) \delta t$$  \hspace{1cm} (32)

$$r(k + 1) = r(k) + v(k) \delta t + \frac{1}{2} a(k) \delta t^2$$  \hspace{1cm} (33)

$$\| a(k) \|_2 \leq a_{\text{max}}$$  \hspace{1cm} (34)

$$\| v(k) \|_2 \leq v_{\text{max}}$$  \hspace{1cm} (35)

$$\| r(N_k) - r_{\text{target}} \|_\infty \leq D_T$$  \hspace{1cm} (36)

$$\| r(k) - r_{\text{obs}}(s) \|_2 \geq R_0 - c(k,s)$$  \hspace{1cm} (37)

$$c(k,s) \geq 0$$

$$\forall k \in \{0, \ldots, (N_k - 1)\}, \ s \in \{1, N_o\}$$  \hspace{1cm} (38)
where \( r(k) \) is the UAV’s location at time-step \( k \); \( v(k) \) is the UAV’s velocity at time-step \( k \); \( \delta t \) is the size of each time-step; \( r_{\text{target}} \) is the target location; \( r_{\text{obs}}(s) \) is the location of obstacle \( s \); \( D_T \) is the distance at which the UAV is deemed to have reached the target; \( R_o \) is the radius of the obstacles. It should be noted that all positions are in a global frame of reference.

The cost function (29) primarily minimises time to target, \( N_k \) (in steps of \( k \)). There is also a small weighting, \( \gamma \), on acceleration magnitudes to ensure a unique solution and a heavier weighting, \( \epsilon \), on the intrusion into each obstacle at each time-step, \( c(k, s) \), representing the risk of detection and UAV loss. Obviously the value of the weights, \( \gamma \) and \( \epsilon \), will influence the observed behaviour of the controller. Setting \( \gamma = 0.001 \) and \( \epsilon = 0.2 \) was found to ensure that the obstacle region was never entered when only one obstacle was present while allowing for more direct routes to be taken when multiple obstacles overlap. It should be noted that the “behaviour” of the optimisation can be crudely controlled by adjusting the weights \( \gamma \) and \( \epsilon \) and hence, the behaviour we are trying to reproduce or clone, however in the current context we are interested in the process of cloning a path planner and not on tuning what that behaviour is; the values selected represent an intuitive behaviour which is sufficient for the current application.

Equations (30) and (31) are initial condition constraints defining position, heading and speed. Equations (32) and (33) are a forward Euler approximation to the vehicle dynamics and kinematics respectively. Equations (34) and (35) are simple constraints on maximum velocity and acceleration. Equation (36) ensures that the UAV is within a given tolerance of the target at time \( N \) while (37) maintains a distance, \( \| r(k) - r_{\text{obs}}(s) \|_2 \), greater than or equal to \( c(k, s) \) between the UAV and the obstacle \( s \) at time-step \( k \). The \( c(k, s) \) term can be used to selectively relax one or more of the intrusion constraints and guarantees stability and permits trajectories that pass through overlapping regions if the increased risk outweighs the additional time required to navigate the overlapping obstacles, i.e. the obstacles are soft constraints albeit with a high penalty. Finally, Equation (38) ensures that the optimisation does not ‘reward’ any points on a trajectory that are outside of an obstacle region.

Equation (37) is a non-convex constraint, and it is this feature that makes the problem so difficult. The two-norm constraint of (37) is implemented by approximating it with one of a choice of linear constraints, and using binary variables to selectively relax all but one of these as proposed in [28] and [5]:

\[
\forall s \in \{1, \ldots, N_o\}, \forall i \in \{1, \ldots, N_c\}, \\
\forall k \in \{1, \ldots, N_k\} \\
d_i^T (r(k) - r_i(k)) \geq R_o - c(k, s) - M b(s, i, k) \\
\forall s \in \{1, \ldots, N_o\}, \forall k \in \{1, \ldots, N_k\} \\
\sum_{i=1}^{N_c} b(s, i, k) \leq N_c - 1
\]

where \( N_c \) is the number of constraints that the circle is approximated by; \( M \) is a positive number that is much larger than any other term in the constraint; \( b \) is a set of binary decision variables (0 or 1); and:

\[
d_i = \begin{bmatrix} \cos \frac{2\pi i}{N_c} \\ \sin \frac{2\pi i}{N_c} \end{bmatrix}
\]

Equation (39) represents the linear approximations to Equation (37) and is equivalent to a \( N_c \) sided polygon located at the centre of the obstacle as illustrated in Fig. 5. Increasing \( N_c \) improves the accuracy of the approximation but at additional computational expense and it should be noted that despite the approximation, the obstacle is never violated. \( N_c = 6 \) was found to provide good compromise between accuracy and performance and is the value used in the remainder of this paper. Equation (40) ensures that at least one of the constraints is active at every time-step, i.e. the UAV must always remain outside the obstacle region in at least one direction, and becomes an extra constraint on the obstacle avoidance problem.

The resulting optimisation is a Mixed Integer Linear Programme (MILP) and is solved using the CPLEX optimisation package [65] via a Matlab interface. Repeated on-line re-planning at each time-step accounts for any model uncertainties and is a model predictive controller.

The algorithm below shows how the optimisation is implemented within MPC to achieve a feedback guidance law.
1. Convert \( \{D_{\text{target}}, \theta_{\text{target}}, D_{\text{obstacles}}, \theta_{\text{obstacles}}\} \) to \( r_{\text{target}} \) and \( r_{\text{obstacles}} \):

\[
\begin{bmatrix}
  r_x \\
r_y
\end{bmatrix} =
\begin{bmatrix}
  D \sin \theta \\
  D \cos \theta
\end{bmatrix}
\]

(42)

2. Solve optimisation (29) subject to (30)–(38)

3. Derive initial heading deviation, \( \Delta \Psi_{\text{MPC}} \), from optimisation output:

\[
\Psi_d = \tan^{-1} \left( \frac{v_y(k+1)}{v_x(k+1)} \right) - \frac{\pi}{2}
\]

\[
\Delta \Psi_{\text{MPC}} = \Psi_d - \Psi
\]

(43) (44)

4. Run simulation for \( \delta t \), i.e. one time-step of the optimisation

5. Go to 1

In this work, the MILP optimizer is assumed to have full knowledge of the obstacles location, size and shape; in the case of multiple obstacles (Section 5), the optimizer is limited to information regarding only the closest two obstacles. In practice this is limited by the available sensors, however, the MPC–MILP approach can be made robust to these limitations by the addition of some simple terminal constraints [66]. For simplicity of the MILP, this extension has not been used in this paper. Similarly, moving obstacles have previously been addressed in MILP [67] and could be cloned in the same manner presented here, given appropriate attributes. The cloning process makes no assumptions on the nature of the optimizer, so the approach proposed can accommodate these and other extensions without modification.

4. Application of LDTs to UAV path planning

The standard LID3 algorithm [44] (summarised in Section 2.2.2) is based on assumptions about the nature of the data that do not hold given the current problem framework. This section presents novel extensions to the fundamental LID3 algorithm to account for circular attribute domains and to predict discontinuous output functions that are inherent to the UAV path planning problem.

4.1. Handling circular domains

This section identifies a limitation of linearly partitioning bearing type attributes and proposes an alternative method that is better able to capture the essential characteristic of a circular domain, i.e. it is modulo 360.

As previously discussed, distances and bearings were used to relate target and obstacle locations to the UAV’s position, i.e. \( \{D_{\text{target}}, \theta_{\text{target}}, D_{\text{obstacles}}, \theta_{\text{obstacles}}\} \). The difficulty with a range/bearing representation is that bearings are defined in a polar coordinate system whilst the LID3 algorithm assumes a linear domain, for example the full fuzzy partitioning of a bearing attribute is illustrated in Fig. 6 with six fuzzy sets where the two terminal sets are highlighted.
The representation shown in Fig. 6 satisfies the necessary conditions of the LID3 algorithm but fails to capture the discontinuity at the boundaries of the domain, i.e. $-180^\circ = 180^\circ$. Consequently, as the UAV changes heading the bearing to an obstacle (or target) can jump between the two extremes which is likely to lead to an inconsistent rule base as training data that represents very similar scenarios will result in very different forecasts.

The characteristic of bearing data that needs to be preserved is that it is circular, i.e. $-180^\circ$ is equivalent to $180^\circ$ and vice versa. This can be achieved by merging the two boundary fuzzy sets from a linear domain such as that in Fig. 6, to give the coverage shown in the polar plot in Fig. 7 where angle denotes bearing and radius denotes the appropriateness of each label; the equivalent mapping fuzzy partitioning on the linear domain is the equivalent of that shown in Fig. 6 but considering the two terminal sets, \{Behind Left\} and \{Behind Right\}, as a single set \{Behind\}, giving the same labels as in the polar case (Fig. 7).

Fig. 7 illustrates the proposed approach to ensuring a full fuzzy partitioning of a circular domain using only four labels. In order to maximise performance, the cloned LDT controller in this paper uses ten focal elements on each bearing type attribute. The membership function of ten focal elements covering $360^\circ$ is shown in Fig. 8 with three focal elements highlighted, note: the transition from fuzzy labels in Fig. 7 to focal elements in Fig. 8; the maximum membership for any angle is in the centre of the diagram; the sum of the memberships for any angle equals one. The angle covered by the focal elements (domain of discourse) represents the angle from the UAV flightpath angle of an obstacle or target with $0^\circ$ representing an object on the current flightpath. The linguistic interpretation of each focal element is best expressed in terms “clock position” [68] (also indicated on the figure) such that an object directly behind the UAV could be described as being at “6 o’clock”. Due to the number of focal elements selected to maximise
performance, there is not one representing 9 and 3 o’clock, this may reduce interpretability slightly but could be adjusted if this was considered more important than performance.

4.2. Discontinuities in output: modal-LID3

The single obstacle avoidance problem exhibits a discontinuity in the required heading deviation either side of the target-threat centre line where the shortest path switches from left to right of the threat (illustrated in Fig. 9). As the discontinuity is approached the probability distribution over the output focal elements becomes bi-modal (Fig. 9(c)) reflecting the cost function of the optimisation where the difference in cost between heading left or right of the obstacle tends to zero. The introduction of additional obstacles leads to further discontinuities as discussed in Section 4.3.

Close to the discontinuity, nearby locations may have quite different resolutions (left or right), hence the decision tree indicates roughly equal likelihood of either direction as shown in the central graph of Fig. 9(c). The LID3 defuzzification procedure (Eqn. (24)) assumes a linear output function so effectively interpolates between the two maxima resulting in approximately zero heading deviation. Consequently the LDT prediction is poor and the UAV flies almost straight through the centre of the obstacle. Obviously such behaviour is unacceptable and the standard LID3 algorithm must be modified.

To improve resolution between conflicting decisions, we consider only the part of the target attribute probability distribution that “belongs to the most probable mode”. The region of interest can be determined by finding the most probable focal element on the target attribute and selecting the focal elements either side of the maximum that have monotonically decreasing probability. For a distribution with a single mode this method will be equivalent to the original LID3 defuzzification process (24).

The expected value of the selected region of the distribution is defined in (45), where: \( \hat{y} \) is the estimated output value; \( F_i^L \) and \( F_i^R \) are the focal elements at either end of the section of the probability distribution we are interested in; \( P(F_i^j|x) \) is the probability of target focal element \( F_i^j \) given the current input; and \( E(y|F_i^j) \) is the expected value of \( y \) given focal element \( F_i^j \).

\[
\hat{y} = \frac{\sum_{F_i^j \in |F_i^L|} P(F_i^j|x)E(y|F_i^j)}{\sum_{F_i^j \in |F_i^R|} P(F_i^j|x)}
\]  

(45)
The denominator is a normalisation constant required to ensure the sum of the probabilities of the selected focal elements is unity. LID3 based on this alternative defuzzification will subsequently be referred to as Modal-LID3.

Observing the trajectories generated around the discontinuity by the original and modal-LID3 algorithms gives a general impression of their performance (Fig. 10). From the trajectories it is clear that Modal-LID3 makes a much closer approximation to the optimised trajectories than the un-modified algorithm.

A clearer indication of the controller’s performance can be obtained by plotting the predicted heading deviation at the first time-step against the distance from the target-threat centre line (Fig. 11). This shows that the Modal-LID3 controller makes a very good approximation to the discontinuity and that the performance is maintained as the UAV moves away from the target-obstacle centre line. The smaller step changes in the predicted heading deviation occur when the probability distribution switches from bi-modal to uni-modal and all of the target focal elements start to contribute to the tree output.
4.3. Multiple discontinuities

The introduction of additional obstacles increases both the number and complexity of the discontinuity decision. The number of discontinuities increases as the number of disconnected classes [18] increases from two in the single obstacle case, left or right of the obstacle, to three in the two obstacle case, left, right or between (Fig. 12). Clearly this complexity would increase exponentially with the number of obstacles.

The complexity of the discontinuity decision also increases as the shortest path to the target can be dependent on both obstacle locations. Consider Fig. 12(c): if there was only the obstacle closest to the UAV’s initial position then the shortest path to the target would pass to the right of this obstacle; the addition of the second obstacle causes the optimal trajectory to switch to the left.

In order to assess if the modified LID3 algorithm is able to handle multiple as well as single discontinuities, the performance of the decision tree controllers was evaluated over a test set of scenarios containing two obstacles. The scenarios were generated with a fixed initial position, target location, and one obstacle location; the second obstacle location was varied from 150 km to the left, to 150 km to the right of the first obstacle and a fixed distance in front of the UAV’s initial position. The initial heading of the UAV was set to due North in all cases. Fig. 12 shows a selection of the generated scenarios with optimised paths generated by the MPC based controller.

The optimum LDT parameters were determined by varying each one in turn over a range of values as in previous work [33,69]: range attributes were covered by 17 focal elements; bearing attributes by 10; and the target attribute (heading deviation) by 7. The tree depth was set to the maximum of 6 as empirical results suggested this would yield the best performance for these scenarios.

Section 4.1 presented an interpretation of bearing attributes. A similar interpretation of range bearings can be made. Fig. 14 shows the “range to the target” as an example of a range attribute: the attribute domain spans from approximately 6 km to 350 km and is covered by 17 focal elements as stated previously. The labels for each focal element are presented along the top of each figure and are equivalent to the approximate time that would be required...
by the UAV to travel that distance, this is able to convey the proximity of an object whilst maintaining a degree of imprecision, for example the focal elements that cover a distance of 125 km are highlighted and can be interpreted to mean that “the target is between approximately 6 and 7 minutes away” (with membership of 0.4 and 0.6 respectively). It should be noted that the labels given to the elements represent the most appropriate time to the target to the nearest minute; given the size of the domain, speed of the vehicle and number of focal elements this does not form a continuous sequence (note the absence of 8 and 15) which arguably reduces interpretability. Should this be considered a problem then increasing the number of focal elements would be a simple solution.

Fig. 15 shows the focal elements that cover the target attribute, “heading deviation” which requires far fewer focal elements such that the labels are a simpler linguistic description. It is noted that triangular focal elements are used for all attributes, this helps to improve interpretability compared to more complex shapes such as Gaussian. Furthermore, the LDT algorithm is less sensitive to the shape of the focal element (cf. fuzzy set) than some algorithms as the output is a weighted probability distribution so defuzzification produces a piecewise linear function.
The performance of the MPC and LDT controllers are compared in Fig. 13 for the range of scenarios described above. The initial heading deviation of the optimisation clearly shows the two discontinuities where the path switches from right to left and back to the right of the fixed obstacle. The LDT successfully reproduces the optimisation behaviour for all locations of the second obstacle although the magnitude of the turn when the trajectory passes to the left of the obstacles is slightly smaller but this may be accounted for at the second time-step.

Having demonstrated the ability of the LDT to capture multiple discontinuities its performance is now compared with alternative methodologies.

4.4. Validation of LDT performance

In order to gain confidence in the performance of the LDT algorithm, 10-fold cross-validation was performed on a training set with 1000 examples taken from scenarios with a single obstacle, i.e. each example consists of four attributes and one target attribute. The tree parameters used were 12 focal elements on all input attributes, 5 focal elements on the output attribute (heading deviation) and the tree was only generated to depth 3 largely due to the training data only consisting of a single threat.

Table 1 presents the r.m.s. error of the LDT on each of the 10 test sets along with the error using the same training and test data for a Neural Network (NN), Support Vector Machine (SVM) and Regression Trees (RT). The NN was implemented using the Neural Network toolbox in MATLAB® and contained 10 hidden nodes. The SVM was implemented using the Matlab® interface to the LIBSVM library [70] to run an epsilon-SVR formulation with a radial basis function. The regression tree was implemented using Matlab® Statistics toolbox implementation of [71]. All other parameters for the three methods were left at their default settings.

The results in Table 1 suggest that the performance of the LDT is comparable to the NN and RT but better than the SVM. To confirm this observation a two sample t-test at the 95% significance level was performed on the errors produced by each method with the null hypothesis that the errors are from the same distribution. Results of the t-tests are presented in Table 2 and confirm the conclusions made previously. Furthermore, it is apparent that the SVM is outperformed by all other methods and also that the neural network outperforms all methods except for the LDT.

The ability of the LDT to match or exceed the performance of the (un-tuned) black-box methods, which are designed to maximise performance but have very low interpretability, shows that the performance of the LDT is at least comparable to the more established methods.

From the results it is clear that the LDT is able to make as good an approximation to the test data as alternative methods but is not significantly “better”. It is noted that the method proposed in this paper is intended as an example of behavioural cloning in a context where an interpretable controller is required and it is accepted that, with more
thorough tuning, other methods may be able to offer improved performance at the expense of interpretability. However, it is also noted that later sections demonstrate the ability of the decision tree to generalise well beyond the training data especially when the prediction algorithm is modified in cases with high uncertainty.

This section has demonstrated that the LDT controller is able to accurately reproduce complex output functions including multiple discontinuities. It is well established that extending the tree to near the maximum depth can result in over-fitting the training data leading to poor generalisation [72]. Consequently we now consider the controller’s performance on a more general set of test scenarios to demonstrate robustness against the training parameters and process.

5. Generalisation to N obstacles

Having demonstrated that the decision tree is capable of capturing the discontinuity associated with the second obstacle, this section considers the controller’s performance on the general \( n \) obstacle problem. The complexity of generating the decision tree increases exponentially with the number of attributes and, for a given training database, the data upon which the probability distribution of each branch is calculated decreases exponentially with depth. Consequently it is desirable to limit the number of attributes and depth of the decision tree controller.

To avoid this growth in complexity, both in training and online decisions, we approximate the full \( n \)-obstacle controller using the 2-obstacle controller, fed with data on only the two nearest obstacles. Initial investigations using the full MPC–MILP law suggest that this assumption is reasonable, when tested using a Wilcoxon rank-sum test at the 5% significance level to compare the trajectories generated on complete and reduced information. To implement this approximation a data selection module needs to be added to the controller to identify the two nearest obstacles and then supply the range and bearing of those obstacles as inputs to the decision tree controller.

Section 5.1 identifies a set of tree parameters that results in good performance on the general 2-obstacle problem. Section 5.2 then investigates the ability of this controller to generalise to \( n \) obstacles.

5.1. Tree depth

In the previous section it was shown that the discontinuities for the two obstacle case can be accurately reproduced with a fully expanded tree. However, in order to improve generalisation it is often desirable to limit the depth of the tree. To test if this is the case in the two obstacle case, trees of depth 3 to 6 were used to generate trajectories for 100 test scenarios containing two obstacles; the training data for all the trees was identical and consisted of nearly 2500 examples taken from 200 different scenarios involving 2 obstacles. The results of the comparison are presented in Fig. 16 using three statistics: the maximum intrusion is the maximum intrusion of a trajectory in a given scenario; the path deviation is the mean distance at each time-step between the optimised and decision tree trajectories for a given scenario; the objective statistic is a weighted combination of path length and total obstacle intrusion at each time-step for a given scenario.

The results clearly show that depth 3 controller performs least well according to all the statistics. The effect of over-fitting can be seen most clearly in the depth 6 controller results where the path deviation and maximum intrusion statistics show a noticeable deterioration in performance compared to depth 5. The relative performance of the depth 4–6 controllers varies with each statistic. Given that there is no obvious choice, depth 4 was selected to be used in
the remainder of the experiments on the basis that it should demonstrate the best generalisation whilst improving transparency and computational efficiency.

Fig. 17 shows some typical results from a depth 4 decision tree (hashed line) and the optimised paths (solid line) for the same scenarios. In some of the examples such as Figs. 17(a) and 17(b) the trajectory is only dependent on one obstacle, i.e. the 2nd obstacle places no constraints on the UAV trajectory. In other cases such as Figs. 17(c) and 17(d) the 2nd obstacle constrains the optimised trajectory causing it to pass, at least one of the obstacles, on the opposite side compared to a scenario without it. This is further evidence that the decision tree controller is capable of capturing the more complex two obstacle behaviour of the optimal controller.

5.2. Effect of number of obstacles on performance

To test the controller’s ability to generalise to multiple obstacles, 5 sets of 100 test scenarios were generated. Each set contained scenarios consisting of 3–7 obstacles. Trajectories for all of the test scenarios were generated by both the decision tree and the optimised controllers, using the assumption that the globally optimal trajectory can be approximated by the nearest two obstacles.
Fig. 18. Some examples of LDT generalisation to multiple obstacles.

Fig. 19. Comparison of decision tree and optimised controllers on scenarios with multiple obstacles.

Fig. 18 shows some examples where the decision tree controller generates good trajectories for scenarios with 4–7 obstacles, either skirting the periphery of all the obstacles or exploiting a region of low risk to reduce the trajectory length. The scenario shown in Fig. 18(d) is a good example of where overlapping obstacles require that the UAV’s trajectory passes through an obstacle region in order to reach the target.

To compare the decision tree performance against that of the optimal controller, the maximum intrusion and objective statistics were calculated for both controllers on each of the test sets, the results are shown below in Fig. 19. Both graphs show that the relative performance of the decision tree and optimal controllers remain approximately constant which shows that the decision tree is able to generalise to a higher number of obstacles. However, the degree to which the optimisation out performs the decision tree is large, greater than 50% in some instances, and cannot solely be justified by the tree being only an approximation to the optimised behaviour.

Section 6 uses the interpretability of the decision tree to understand what factors are leading to the reduced performance of the decision tree when generalising to a large number of obstacles as well as presenting some interpretability measures for the LDT controller.

6. Interpretability

Fuzzy systems can be considered inherently transparent [9] as their behaviour can be explained in terms of their components and their relations. However, the focus on improving accuracy [11,73] through techniques such as neuro-
fuzzy [74] tended towards models that were unintelligible, i.e. they could not be understood by a user and lacked interpretability.

Given that there is not even an agreed definition of interpretability [9] measuring it is even harder [75]. This section demonstrates, through the use of examples, that the decision tree controller offers a high degree of interpretability which enables the reasoning behind the controller’s decision making to be understood before providing some interpretability measures [76] typical of the LDTs used in this paper.

6.1. Demonstration of LDT interpretation

In order to demonstrate the interpretability of a LDT, several examples are provided and discussed. Fig. 20 shows some example trajectories generated by the LDT controller where the obstacles shown with a solid line are the nearest two at the circled time-step.

Fig. 20(a) shows an example where the decision tree generates a good trajectory that takes the shortest route to the target and which avoids all the obstacles. Examining the rules that the initial decision is based on provides a clear insight into the algorithms reasoning. Table 3 shows the four branches that best describe the current UAV state (for the circled position in Fig. 20(a)). In addition to the linguistic description of the branch, the probability distribution

**Table 3**

| P(B₁|x) = 0.33 | P(B₂|x) = 0.23 |
|----------------|----------------|
| *Obs₁* is about 5 mins 45 secs distant AND *Obs₂* is at 12 o’clock AND the target is at 12 o’clock AND *Obs₃* is at 1 o’clock | *Obs₁* is about 5 mins 45 secs distant AND *Obs₂* is at 12 o’clock AND the target is at 12 o’clock AND *Obs₃* is at 12 o’clock |
| {(hard left, 0), (left, 0.03), (slightly left, 0.41), (straight ahead, 0.30), (slightly right, 0.18), (right, 0.08), (hard right, 0)} | {(hard left, 0), (left, 0.05), (slightly left, 0.23), (straight ahead, 0.06), (slightly right, 0.58), (right, 0.08), (hard right, 0)} |

P(B₃|x) = 0.11 P(B₄|x) = 0.11

| *Obs₁* is about 5 mins away AND the target is at 12 o’clock AND *Obs₂* is at 12 o’clock AND *Obs₃* is at 1 o’clock | *Obs₁* is about 5 mins 45 secs distant AND *Obs₂* is at 1 o’clock AND the target is at 12 o’clock AND *Obs₃* is at 12 o’clock |
| {(hard left, 0), (left, 0.03), (slightly left, 0.29), (straight ahead, 0.35), (slightly right, 0.12), (right, 0.19), (hard right, 0.01)} | {(hard left, 0), (left, 0.02), (slightly left, 0.33), (straight ahead, 0.62), (slightly right, 0.02), (right, 0.002), (hard right, 0)} |

SO TURN slightly left (0.32) AND straight ahead (0.25) ⇒ ΔΨ = −17.3°
on the output variable given each branch is also presented. The output attribute probability distribution is aggregated over the entire tree and defuzzified according to (45). The final line of the table presents a linguistic interpretation of the two most likely actions according to (45) and the resulting heading deviation.

The order of the clauses of each branch in Table 3 reflects the ordering of the attributes in the tree. In order to improve the interpretability it may be simpler to compound some of the statements, for example, the rule for \( B_1 \) could be written as “\( \text{Obs}_1 \) is at 1 o’clock and about 5 mins 45 secs distant AND \( \text{Obs}_2 \) AND the \textit{target} are both at 12 o’clock”.

Fig. 20(b) shows a scenario where the decision tree clearly generates a sub-optimal trajectory. The initial poor decision occurs 4 time-steps before the circled one and is due to the limited awareness of the controller, i.e. only aware of the nearest two obstacles. However, once the UAV has moved away from the optimised trajectory it enters a region of the problem space for which there is very limited training data, i.e. high uncertainty. This can be seen by examining the probability distribution on the output attribute given each branch and is shown below for the circled time-step where the probability distribution is uniform in all cases except one. This is indicative of sparse training data and is a common cause of sub-optimal trajectories generated by the decision tree (see Table 4).

### 6.2. Interpretability measures

Many taxonomies to compare the interpretability of different algorithms have been proposed [9,10,12,76]. This paper adopts the “quadrant” approach of [76] which aims to distinguish between the, often conflicting, complexity-based and semantic-based interpretability measures at the rule base and fuzzy partition levels such that any given measure belongs to one of the following quadrants:

- **Q1**: Complexity-based measures at the rule base level;
- **Q2**: Complexity-based measures at the fuzzy partition level;

### Table 4
Example of active rules in an area of high uncertainty.

| \( P(B_1|x) = 0.30 \) | \( P(B_2|x) = 0.18 \) |
|-------------------------|-------------------------|
| \( \text{Obs}_1 \) is about 4 mins 15 secs distant AND the target is at 4 o’clock AND \( \text{Obs}_1 \) is at 5 o’clock AND \( \text{Obs}_2 \) is at 8 o’clock \{ (hard left, 0.14), (left, 0.14), (slightly left, 0.14), (straight ahead, 0.14), (slightly right, 0.14), (right, 0.14), (hard right, 0.14) \} | \( \text{Obs}_1 \) is about 4 mins 15 secs distant AND the target is at 4 o’clock AND \( \text{Obs}_1 \) is at 5 o’clock AND \( \text{Obs}_2 \) is at 7 o’clock \{ (hard left, 0.14), (left, 0.14), (slightly left, 0.14), (straight ahead, 0.14), (slightly right, 0.14), (right, 0.14), (hard right, 0.14) \} |
| \( P(B_3|x) = 0.15 \) | \( P(B_4|x) = 0.08 \) |
| \( \text{Obs}_1 \) is about 4 mins 15 secs distant AND the target is at 4 o’clock AND \( \text{Obs}_1 \) is at 5 o’clock AND \( \text{Obs}_2 \) is about 5 mins 30 secs \{ (hard left, 0), (left, 0), (slightly left, 0.001), (straight ahead, 0.22), (slightly right, 0.75), (right, 0.025), (hard right, 0) \} | \( \text{Obs}_1 \) is about 3 mins 30 secs distant AND the target is at 4 o’clock AND \( \text{Obs}_1 \) is at 5 o’clock AND \( \text{Obs}_2 \) is at 8 o’clock \{ (hard left, 0.14), (left, 0.14), (slightly left, 0.14), (straight ahead, 0.14), (slightly right, 0.14), (right, 0.14), (hard right, 0.14) \} |

SO head slightly right (0.22) AND straight on (0.16) \( \Rightarrow \Delta \Psi = 3.9^\circ \)
Q3: Semantic-based measures at the rule base level;
Q4: Semantic-based measures at the fuzzy partition level.

Typical Q1 measures are the number of rules and the number of conditions in the antecedent. The number of rules in the rule base of a LDT is the total number of branches, i.e. a product of the number of focal elements on each attribute and the tree depth. In the current application, the trees were generated to a maximum depth of four with a maximum of 17 focal elements on the attributes. Consequently the maximum number of rules would be $17^4 = 83521$, however this value will never be attained as some branches will not be expanded to the maximum depth and not all attributes have 17 focal elements. While the number of rules is high, the maximum number of conditions that are contained within each rule, i.e. the tree depth of four, is very low.

Common interpretability measures in Q2 are the number of features and the number of membership functions. The proposed model makes predictions based on only the range and bearing to the target and two nearest obstacles, i.e. there are six features in the model which is within the recognized $7 \pm 2$ distinct conceptual entities most humans can handle [77]. The same is not true when considering the number of membership functions, i.e. focal elements, where different attributes are partitioned into 17 or 10 focal elements. However, Section 6.1 demonstrated a framework commonly used in a military context that the focal elements readily translate to, i.e. directions based on a clock and distances measured in time. The interpretability of the LDT used in this paper could be further improved by improving this correlation even further, i.e. 19 and 12 focal elements (corresponding to distances of up to 19 minutes and directions aligned with each “hour” on a clock-face).

Semantic-based interpretability at the rule base level, i.e. Q3, can be measured in terms of the number of rules fired simultaneously or the consistency of the rule base. LDTs can fire a maximum of $2^n$ rules simultaneously, where $n$ is the depth of the tree, i.e. 16 rules in the current context. Whilst 16 rules could be considered manageable, it has been illustrated in Section 6.1 that typically only approximately four rules contribute significantly to the predicted output resulting in a very high degree of interpretability. The consistency of the rule base is hard to measure and it should be noted that the problem does not lend itself to such a measure due to the discontinuous nature of the output.

Q4 accounts for semantic-based interpretability at the fuzzy partition level and includes such measures such as completeness and normalization. All of the criteria in Q4 are met to the highest level where the model uses strong fuzzy partitions, as this is the case in LID3 then it is clear that the model demonstrates a high degree of interpretability as measured by these criteria.

Taking a global view of the interpretability measures it is clear that the LDT used in this paper has a high semantic-based interpretability (Q3 and Q4) while its complexity-based interpretability (Q1 and Q2) is more mixed, scoring well by some metrics and poorly by some others. This distinction between the semantic and complexity-based interpretability of the algorithm used in this context is perhaps to be expected: in order to achieve a good prediction of such complex function the model must itself have a degree of complexity, however, by maintaining clear semantic interpretability and structuring the model to reduce some aspects of complexity the desired combination of good performance and high interpretability has been achieved.

Section 6.1 identified that despite attempts to generate a training set that was representative of all scenarios, when generalising to multiple threats the LDT often encounters situations of high uncertainty, i.e. little to zero relevant training data. One approach to improve performance in these instances would be to generate more training examples, however, this assumes that the new training set will now be “complete”. Section 7 proposes a modification to the LDT algorithm itself in order to improve the performance in regions of high uncertainty, thus reducing the dependence on the training data.

7. Forward planning horizon

Section 5 demonstrated that the LDT based controller can make good approximations to the optimised trajectories for the multi-obstacle case. However, Section 6 identified that the LDT performance can be limited by regions of high uncertainty. This section proposes an alternative method that attempts to improve performance in such situations before comparing the computational complexity of the new algorithm with the MPC–MILP reference controller.
However, the trajectories were intrinsically applied and resulted in a probability of approximately 24%. Turnbull et al. (2016) applied the Lookahead-LID3 algorithm, which is deemed to be more optimal.

By selecting the “best” heading deviation from a set of possible actions, the Lookahead-LID3 algorithm is then applied to the decision tree. This equates to progressing towards regions of low uncertainty, i.e., regions with a high number of training examples. By definition, all data points lie on optimal paths, and hence minimising the UAV’s distance from the training examples also minimises the distance from the optimised trajectory for the current state. If the data points were randomly located throughout the space, the Lookahead-LID3 algorithm is unlikely to offer a significant improvement. Such a controller is synonymous with a receding horizon optimisation to minimise the expected uncertainty, with a one-step horizon.

The entropy of the output probability distribution provides a measure of the uncertainty in any given prediction. Consequently, a simple threshold \( H_t \) can be used to specify the level of uncertainty (entropy) required in the output probability distribution before the Lookahead-LID3 algorithm is applied. When \( H_t = 1.0 \) the Lookahead-LID3 algorithm is never applied and is equivalent to the unmodified decision tree algorithm. When \( H_t = 0 \) would cause the controller to look ahead at every time-step. By including \( \Delta \Psi = \Delta \Psi_{predicted} \) in the set of actions that the Lookahead-LID3 algorithm evaluates, it is possible to reduce the probability of making a poorer decision than the original decision tree prediction. The proposed control scheme is as follows:

1. Calculate probability distribution on target attribute
2. Test probability distribution entropy \( H \)
   (a) \( H < H_t \): make prediction based on entropy distribution
   (b) \( H \geq H_t \): evaluate \( n \) evenly spaced heading deviations over \([ -\Delta \Psi_{max}, \Delta \Psi_{max} ]\) and also \( \Delta \Psi = \Delta \Psi_{predicted} \), then select the one with the lowest entropy.

The optimum value for \( H_t \) was investigated by comparing the performance of different controllers on 100 test scenarios with two obstacles. Fig. 21 shows that the results of the comparison based on the objective function and intrusion statistics. An improvement in the controller performance is reflected by a lower value of either statistic and the graphs show that performance decreases exponentially between approximately \( H_t = 0.2 \) and 1.

Applying the Lookahead-LID3 would be expected to improve the controller performance as it evaluates several trajectories in addition to the one predicted by the tree. This is reflected by the general trend of the graphs in Fig. 21. However, very low tree uncertainty implies a high confidence that the tree prediction is optimal. In such cases, the Lookahead-LID3 algorithm is unlikely to be able to make a significant improvement on the tree prediction. This is reflected in the gradient of the graphs: a small increase in the entropy threshold from zero, i.e. the Lookahead-LID3 algorithm is no longer applied in cases of low uncertainty, shows no degradation and possibly a slight improvement in performance up to \( H_t = 0.2 \); as the threshold tends to one, i.e. the Lookahead-LID3 algorithm is only applied in cases of high uncertainty, the performance deteriorates rapidly as the Lookahead-LID3 algorithm is utilised in fewer situations. It is also noted...
that applying the lookahead algorithm adds additional complexity to the decision making process and hence is likely to reduce interpretability of the decision at the affected time-step(s).

Fig. 22 compares the performance of the standard and modified controller (with $H_t = 0.2$) for each of the 100 test scenarios. In 82% of cases the modified controller equals or out-performs the standard algorithm. Perhaps the most interesting trend is the number of cases where the intrusion statistic is reduced to zero, even where previously the algorithm may have intruded up to 60%.

Examining some of the scenarios from the modified controller gives an impression of the effect of the algorithm. Fig. 23 illustrates some scenarios where the modified controller with a threshold of 0.2 has altered the behaviour and shows that the potential improvement to a trajectory is very high while, even in the cases where the performance deteriorates the most, the deterioration is comparatively small and importantly the algorithm is able to recover from
that the LDT position was also selected at random from 4 fixed points to ensure that at least a subset of the obstacles were located between the initial position and target location (which was fixed). All obstacles, initial positions and target location were contained within a 400×300 km region. All obstacles had a radius of 65 km.

The hardware used was a P4 3.2 GHz PC with 1 GB of RAM running Windows XP. The optimal controller was called and timed from within Matlab while the decision tree was timed within a standalone program. To make the comparison as fair as possible the optimisation was run outside of the Matlab environment although there is a small overhead associated with the setting up of a new process which will be included in the results observed.

Table 5 compares the computational complexity of the MPC–MILP and LDT based controllers. The mean decision period clearly shows that the decision tree typically offers a two order of magnitude improvement over the optimisation. It should also be noted that the maximum decision period of the optimisation is nearly 20 seconds which is clearly impractical for a UAV given the system dynamics.

The decreased decision period is due to the decision tree making only an approximation to the optimised path while the MPC–MILP controller expends a large amount of effort to guarantee the optimal solution. Comparing the decision periods of the two algorithms it is clear that the LDT is far more suited to a real-time environment. Section 7 demonstrated that the LDT is also able to generate good approximations to the MPC–MILP controller, some summary statistics on the same test scenarios used to compare the computational complexity are now presented.

The quality of the paths can be compared by comparing the mean value of the objective function for both controllers at each time-step. Clearly, the objective function is never calculated by the decision tree controller but can be determined a posteriori by collecting state information at each time-step. Table 6 shows that in the best case the optimisation and decision tree perform equally well but that in general the optimisation slightly out-performs the decision tree. In the worst case, the cost of the decision tree trajectory is nearly twice that of the optimisation. Comparing the

Table 5
Comparison of optimisation and decision tree decision period.

<table>
<thead>
<tr>
<th></th>
<th>Min</th>
<th>Mean</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>Optimisation</td>
<td>171</td>
<td>597</td>
<td>19593</td>
</tr>
<tr>
<td>Decision tree</td>
<td>&lt;1</td>
<td>4</td>
<td>7</td>
</tr>
</tbody>
</table>

Table 6
Comparison of optimisation and decision tree objective statistic.

<table>
<thead>
<tr>
<th></th>
<th>Min</th>
<th>Mean</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>Optimisation</td>
<td>9</td>
<td>12.48</td>
<td>32.57</td>
</tr>
<tr>
<td>Decision tree</td>
<td>9</td>
<td>17.00</td>
<td>62.82</td>
</tr>
</tbody>
</table>

an initial bad decision. The ability to recover from a bad decision is the most notable difference from the standard algorithm where subsequent time-steps tend to exacerbate a poor decision.

7.2. Computational complexity

The motivation for cloning the MPC–MILP controller was to derive an equivalent controller that was additionally suitable for use in a real-time system, consequently it is necessary that the computational complexity of both algorithms are examined. Previous sections have discussed the performance of the LDT controller but this must also be considered when comparing the computational complexity so is briefly considered again at the end of this section.

The computational complexity of the MPC–MILP and Lookahead-LDT controllers was assessed as the time taken to make a prediction at each time-step. Both controllers were used to generate heading deviation commands as an input to the simulation introduced in Section 2.3 for 100 scenarios based on knowledge of the two nearest obstacles. Each scenario contained a total of five obstacles pseudo-randomly located over 25 locations (that ensured overlap between obstacles) and the nearest two were evaluated prior to making a decision at each time-step. The UAV initial position was also selected at random from 4 fixed points to ensure that at least a subset of the obstacles were located between the initial position and target location (which was fixed). All obstacles, initial positions and target location were contained within a 400×300 km region. All obstacles had a radius of 65 km.

The hardware used was a P4 3.2 GHz PC with 1 GB of RAM running Windows XP. The optimal controller was called and timed from within Matlab while the decision tree was timed within a standalone program. To make the comparison as fair as possible the optimisation was run outside of the Matlab environment although there is a small overhead associated with the setting up of a new process which will be included in the results observed.

Table 5 compares the computational complexity of the MPC–MILP and LDT based controllers. The mean decision period clearly shows that the decision tree typically offers a two order of magnitude improvement over the optimisation. It should also be noted that the maximum decision period of the optimisation is nearly 20 seconds which is clearly impractical for a UAV given the system dynamics.

The decreased decision period is due to the decision tree making only an approximation to the optimised path while the MPC–MILP controller expends a large amount of effort to guarantee the optimal solution. Comparing the decision periods of the two algorithms it is clear that the LDT is far more suited to a real-time environment. Section 7 demonstrated that the LDT is also able to generate good approximations to the MPC–MILP controller, some summary statistics on the same test scenarios used to compare the computational complexity are now presented.

The quality of the paths can be compared by comparing the mean value of the objective function for both controllers at each time-step. Clearly, the objective function is never calculated by the decision tree controller but can be determined a posteriori by collecting state information at each time-step. Table 6 shows that in the best case the optimisation and decision tree perform equally well but that in general the optimisation slightly out-performs the decision tree. In the worst case, the cost of the decision tree trajectory is nearly twice that of the optimisation. Comparing the
mean path lengths (Table 7) suggests that the decision tree is more likely to take a shorter, and hence riskier, route than the optimisation although the difference is not significant.

8. Conclusions

The cloned controller has been shown to make good approximations to the optimised trajectories and to generalise well to examples consisting of significantly more obstacles than present in the training data. In addition to making a good approximation, the decision period of the LDT controller is sufficiently small to permit use in a real time system. It is noted that the obstacle avoidance problem is proposed as an example of a class of problem that challenges real-time implementation with current hardware; as hardware improves, such problems will continue to exist although the exact problems will change. Furthermore, the interpretability of the decision tree has been shown to provide useful insight into the controller’s decision making.

Lookahead-LID3 was proposed and offers a further improvement over the standard LDT algorithm. The success of this method is likely to be heavily influenced by the method of training data generation. The algorithm causes the UAV to move towards regions of low uncertainty, i.e. the regions with most data points. This is an important result and suggests a powerful technique for approximating any model predictive controller and would be an interesting area for future study.

The sensitivity to the training process and underlying simulation is another area that could benefit from further study. Whilst this paper has presented a method that is capable of making very fast, accurate and interpretable predictions that are robust to uncertainty, it has not attempted to validate the simulation that it is derived from. Furthermore, demonstration in an operational environment may reveal additional challenges such as sensor noise. Given the proposed framework where the LDT provides an input to a lower-level autopilot then the extension of the simulated controller to an operational system should demonstrate good robustness to operational challenges as long as the simulation is an accurate representation of the desired mission characteristics.
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