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Abstract

A higher-order beam model for analyzing the flexural response of curved multilayered beams with constant curvature and arbitrary constant thickness is developed. The new model is derived from the Hellinger-Reissner mixed variational statement and predicts inherently equilibrated 3D stresses from an equivalent single-layer model. As a starting assumption, the hoop stress is formulated as a series of higher-order stress resultants multiplied by Legendre polynomials. The governing equations are derived in a generalized manner such that the modeling order can be adjusted and is not defined a priori. Hence, the highest order Legendre polynomial determines the modeling order. The through-thickness shear and normal stresses are derived by integrating the generalized hoop stress in Cauchy’s polar equilibrium equations. As a result, all stress fields are based on the same set of variables, thereby considerably reducing the computational effort. The three stress fields, and two displacements in the radial and hoop directions are used in the Hellinger-Reissner functional to derive a new set of stress-displacement relations. The enforcement of the classical membrane and bending equilibrium equations of curved beams in the Hellinger-Reissner functional guarantees that all interlaminar and surface traction equilibrium conditions are satisfied exactly. A validation study of a composite laminate using a high-fidelity 3D finite element model shows that the stresses are captured very accurately by the present model, but with much less computational effort than the finite element model. As a result, the developed model can provide rapid and accurate insights into the expected damage onset behavior of curved laminates.
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1. Introduction

Due to their lightweight structural properties, composite materials are increasingly used in primary aircraft structures. In areas of high curvature, as for example in T-shaped stringers of aircraft wings, interlaminar stresses are pronounced and can lead to premature delamination failure [1, 2]. To mitigate this debonding failure, it is crucial to robustly predict the stress fields in these curved laminated structures [3, 4, 5].

Recently, Most et al. [3] emphasized the importance of accurate stress prediction for delamination failure in thick curved composites. The researchers compared different models in the literature and concluded that finite element (FE) models are able to predict stress fields accurately, but with enormous computational costs, whereas models based on first-order shear theory are easy and fast to use, but are not capable of predicting stresses with high accuracy. Therefore, there is a need for new models that capture the higher-order structural effects that influence through-thickness shear and through-thickness normal stresses, but are economical in terms of computational resources.

Some models in the literature predict interlaminar stresses in curved beams based on the first-order shear deformation theory [6, 7]. These models typically derive a closed-form solution, which is economical in terms of computational cost, but do not take into account higher-order phenomena, and hence are only accurate for very thin laminates [8]. Kress et al. [9] derived a model to analyze radial stresses in moderately thick curved laminates. Roos et al. [10] improved this model by taking into account the interlaminar shear stresses. The model provides a closed-form solution, and hence does not need a lot of computational effort. However, in comparison with 3D FE, the model pre-
dicts the stresses only to a certain accuracy. 3D FE can provide accurate stress fields predictions, but they are based on partial differential equations which are typically costly to solve [8]. Fraternali et al. [11] suggested an FE model based on the Principle of Virtual Displacements (PVD) where each layer is modeled as a beam element and individual layers are bonded together with a constraint enforced via a penalty method. Gonzalez-Cantero et al. [12] proposed a semi-analytical method to calculate interlaminar stresses in curved beams with constant curvature. Other authors conducted experiments to verify the real behavior of curved laminates [10, 13], but these tests cannot serve as a general strategy to predict delamination failure.

An example stress distribution in a curved beam is shown in figure 1. We expect an accurate model to be capable of predicting the hoop stress $\sigma_{\phi}$ considering higher-order effects such as stress channeling, i.e. a cubic rather than linear stress variation towards the top and bottom surfaces [14], as observed in figure 1. Further, the model needs to be able to recover the through-thickness stresses $\sigma_{r\phi}$ and $\sigma_r$ correctly, as these are crucial for the prediction of delamination failure. These transverse stresses need to fulfill the interlaminar stress continuity through the thickness and equilibria of tractions on the surfaces [15]. All these requirements are fulfilled in the model we present herein.

The objective of this paper is to present a new higher-order beam model for laminated curved beams. In section 2 the derivation of the governing equations is presented. First, the hoop stresses are expressed as a generalized Taylor series expansion of higher-order stress resultants multiplied by Legendre polynomials. The transverse stress fields are then derived by integrating the hoop stress in Cauchy’s equilibrium equation written in polar coordinates. Next, the Hellinger-Reissner mixed variational statement is used to derive new higher-order stress-displacement relations that, alongside the classical membrane and bending equations of a curved beam, encompass the governing field equations of the theory. The use of this formulation is inspired by a model for flat composite beams presented by Groh and Weaver [16]. The end of section 2 details how the governing equations are solved using the pseudo-spectral differential quadrature method. The results of the new model are compared with a high fidelity 3D FE model in section 3. Further, the results are compared with closed-form first-order models by Timoshenko [17] and Kedward et al. [18]. A convergence study is presented to obtain the modeling order required to calculate accurate stress fields for the laminations and geometries studied herein. Finally, the accuracy of the stress fields com-

Figure 1: Illustration of stress distribution in curved beams. The hoop stress shows stress channeling which means that the stress distribution is cubic rather than linear towards the surfaces.
puted by the developed Hellinger-Reissner model and the 3D FE model are assessed by means of the residual within Cauchy’s polar equilibrium equations.

2. Theory

2.1. Derivation of the governing equations

Figure 2 shows a curved beam element with constant curvature. We use a polar coordinate system with hoop coordinate $\varphi$ and radial coordinate $r$ to derive the higher-order curved beam model. $R$ denotes the mid-plane radius and $t$ the thickness of the beam. The local through-thickness coordinate $z$ is calculated as $z = r - R$ and the differential increment is $dz = dr$. In this section the derivation of the governing equations of the higher-order beam model for curved beams is described. The procedure outlined herein is similar to the one found in [16] for flat beams.

![Figure 2: Definition of a curved beam element.](image)

As illustrated in figure 3, the beam is loaded with prescribed shear and normal tractions $\hat{T}_i$ in the hoop $\varphi$ direction and $\hat{P}_i$ in the radial $r$-direction on the top surface, and $\hat{T}_b$ and $\hat{P}_b$ on the bottom surface. These prescribed tractions can vary with $\varphi$. Additionally the beam may be loaded by a hoop stress or hoop displacement, and a transverse shear stress or transverse displacement at the two ends $\varphi_A$ and $\varphi_B$ of the beam. The presented model is an equivalent single layer model and hence the boundary conditions at the ends of the beam cannot be imposed layer-wise. Therefore, all the applied traction or displacement boundary conditions act through the whole beam thickness.

![Figure 3: Loads on the beam element.](image)

Figure 4 shows the convention of naming the layers. The positions of the layers are numbered starting with $t_0$ at the bottom at $z = -t/2$ and ending at the top with $t_N$ at $z = t/2$. Layer $k$ is limited by $t_{k-1}$ to $t_k$. The layers are numbered from 1 to $N$. In this study we choose the mid-plane of the beam as the reference plane.

![Figure 4: Layerwise notation.](image)

2.1.1. Derivation of stress fields in polar coordinates

The displacements $u_{\varphi}$ and $u_r$ in the $\varphi$- and $r$-directions, respectively, are assumed to be of the form:

$$ u_{\varphi}(r, \varphi) = u_0(\varphi) + (r - R)u_1(\varphi) + \sum_{i=2}^n P_n(r - R)u_i(\varphi) $$

$$ u_r(\varphi) = w_0(\varphi) $$

(1)
where \( P_n(r - R) \) denotes the \( n \)th Legendre polynomial, \( n \) is the modeling order and superscript \( T \) represents the matrix transpose operator. The displacement \( u_i(\phi) \) is assumed to be independent of \( r \) in order to improve the computational efficiency by reducing the number of degrees of freedom. The vector \( \bar{T}(r - R) = [1; P_1(r - R); \ldots] \) is a vector of shape functions that describes the higher-order variation of the hoop displacement through the thickness of the beam. As shown in the following derivation, this vector of Legendre shape functions also describes the variation of the hoop stress and hoop stress through the thickness of the curved beam. The model contains \( n \) as a parameter meaning that the modeling order can be chosen arbitrarily. Due to the orthogonality of individual Legendre polynomials, all displacement variables, and hence all associated stress resultants, are independent such that it is possible to investigate the influence of each stress resultant on the stress state individually (which is not true for simple monomials). For \( n = 1 \) the model corresponds to the Timoshenko beam theory. The present derivation is restricted to 2D beams, but may readily be extended to a 3D curved plate model using the formulation presented in [19]. Zig-zag effects [20] are not captured in the model, hence laminations with big differences in transverse shear moduli may result in larger errors.

The strain component \( \epsilon_{\phi}^G \) is calculated from the kinematic relation:

\[
\epsilon_{\phi}^G = \frac{1}{r}(u_{\phi,\phi} + u_{\phi}) = \frac{1}{r}[1 \; P_1(r - R) \ldots]((a_0_{\phi,\phi} + w_0) \; u_{\phi,\phi} \ldots \bar{T} = \frac{1}{r^2} \bar{T}(r - R) \epsilon \]

where the superscript \( G \) refers to the fact that the strain is calculated from geometric kinematics, and \( \epsilon = [(a_{\phi,\phi} + w_0) \; u_{\phi,\phi} \ldots \bar{T} \) is a vector of mid-plane hoop stresses.

The generalized Hooke’s law for plane stress in the radial \( r \)-direction is:

\[
\sigma_{ij}^{Hooke} = \bar{Q}_{ijkl}^T \epsilon_{ij}^G \]

(3)

where \( \bar{Q}_{ijkl} \) is the reduced stiffness matrix, which for a curved beam can take values of plane strain or plane stress in the axial \( \lambda \)-direction (into the page of figure 2). Using the constitutive equation (3), the hoop stress component \( \sigma_{\phi} \) is expressed in terms of stress resultants. The advantage of this compared to using the displacement variables in \( \epsilon \) is that the order of the greatest derivative is decreased by one, and this helps to reduce the numerical error when solving the ensuing governing differential equations.

The stress resultant vector \( \mathcal{F} \) is derived from \( \epsilon_{\phi}^G \) as follows:

\[
\mathcal{F} = \int_{\phi_0}^{\phi_1} \left[ \frac{1}{r} \bar{T}(z) \sigma_{\phi}^{Hooke} r dr \right] = \int_{-l/2}^{l/2} \bar{T}(z) \sigma_{\phi}^{Hooke} Q(z) dz = \int_{-l/2}^{l/2} \frac{1}{r^2} \bar{T}(z) \sigma_{\phi}^{Hooke} \bar{T}(z) dz \epsilon = S \epsilon
\]

(4)

where the stress resultant vector is:

\[
\mathcal{F} = [N_\phi \; M_\phi \; L_\phi \; O_\phi \ldots] T
\]

(5)

and \( S = \int_{-l/2}^{l/2} \frac{1}{r^2} \bar{T}(z) \sigma_{\phi}^{Hooke} \bar{T}(z) dz \) is a higher-order constitutive matrix similar to the ABD matrix known from the classical lamination theory, but containing higher-order terms to account for the higher-order moments, \( N_\phi \) and \( M_\phi \) denote the classical membrane force and bending moment, respectively, and \( L_\phi, O_\phi \ldots \) are higher-order moments. The superscript \( (k) \) refers to the material properties of the \( k \)th of \( N \) layers of the laminate. The significance of the higher-order moments is that they capture the increasing channeling of stresses towards the outer surfaces of the beam as either the thickness or material orthotropy increases.

The hoop membrane force \( N_\phi \), transverse shear force \( Q_\phi \) and hoop bending moment \( M_\phi \) are defined as in classical theories:

\[
\begin{align*}
N_\phi &= \int_{-l/2}^{l/2} \sigma_{\phi} dz \\
Q_\phi &= \int_{-l/2}^{l/2} \sigma_{\phi,\phi} dz \\
M_\phi &= \int_{-l/2}^{l/2} z \sigma_{\phi,\phi} dz.
\end{align*}
\]

(6)

Inverting equation (4) we find:

\[
\epsilon = S^{-1} \mathcal{F}, \quad \text{with} \quad S = S^{-1}
\]

(7)

where \( \mathbf{s} \) is the compliance matrix.

Using equation (7) and \( \epsilon_{\phi} = \frac{1}{r^2} \bar{T}(z) \epsilon \) from equation (2), we obtain for \( \sigma_{\phi}^G \):

\[
\sigma_{\phi} = \bar{Q}^{(k)}_{ijkl} \epsilon_{ij}^G = \bar{Q}^{(k)}_{ijkl} 1_z + R \bar{T}(z) S \mathcal{F} = \bar{Q}^{(k)}_{ijkl} 1_z \bar{T}(r - R) S \mathcal{F}.
\]

(8)

With \( \sigma_{\phi} \) of equation (8) and Cauchy’s polar equilibrium equations we can derive equilibrated expressions for the stress fields \( \sigma_r \) and \( \sigma_{\phi,\phi} \). By deriving the stress fields for \( \sigma_r \) and \( \sigma_{\phi,\phi} \) from \( \sigma_{\phi} \), the unknown variables are shared between all stress fields and the computational efficiency of the model is increased. Cauchy’s equilibrium equations in polar coordinates are [21]:

\[
\sigma_{\phi,\phi} + \frac{1}{r} \left( 2 \sigma_{\phi,\phi} + \sigma_{\phi,\phi} \right) = 0
\]

(9)
\[ \sigma_{r,\phi} + \frac{1}{r} \left( \sigma_r - \sigma_\phi + \sigma_{r,\phi} \right) = 0. \tag{10} \]

Rearranging equation (9), we find the first-order differential equation:

\[ \sigma_{r,\phi} + \frac{2}{r} \sigma_{r,\phi} = -\frac{1}{r} \sigma_{r,\phi} \tag{11} \]

where \( \sigma_{r,\phi} \) is a known function of \( r \) that is given by the derivative of equation (8). The homogeneous part of equation (11) is:

\[ \sigma^H_{r,\phi} + 2 \frac{2}{r} \sigma^H_{r,\phi} = 0 \tag{12} \]

which is a first-order Euler differential equation that can be solved with the assumption \( \sigma^H_{r,\phi} = r^\alpha \), where superscript \( H \) refers to the homogeneous solution. The homogeneous solution is:

\[ \alpha r^{\alpha - 1} + \frac{2}{r} r^\alpha = 0 \]
\[ \Rightarrow (\alpha + 2) r^{\alpha - 1} = 0 \tag{13} \]
\[ \therefore \quad \sigma^H_{r,\phi} = r^{-2}. \]

The inhomogeneous solution can be found using the variation of parameters with the assumption \( \sigma^p_{r,\phi} = C(r) r^\beta \). Re-substituting the assumption in the original equation (11), we find the constant \( C(r) \):

\[ C(r) = -\int r \sigma_{r,\phi} dr \tag{14} \]

such that the solution of differential equation (9) is:

\[ \sigma_{r,\phi} = \sigma^H_{r,\phi} + \sigma^p_{r,\phi} = \sigma^H_{r,\phi} + C(r) r^\beta \]
\[ = r^{-2} \left( 1 - \int r \sigma_{r,\phi} dr \right) \]
\[ = (z + R)^{-2} \left( 1 - \int (z + R) \sigma_{r,\phi} dz \right). \tag{15} \]

The boundary conditions that are used to find the constants of integration for the last term in equation (15) are taken from the condition of interlaminar and surface traction equilibrium. These are:

- \( \sigma_{r,\phi}^{(k)}(z = t_{k-1}) = \sigma_{r,\phi}^{(k-1)}(z = t_{k-1}) \), i.e. interlaminar traction continuity.
- \( \sigma_{r,\phi}^{(1)}(z = -t/2) = \hat{T}_b, \) i.e. bottom surface traction equilibrium.
- \( \sigma_{r,\phi}^{(N)}(z = t/2) = \hat{T}_i, \) i.e. top surface traction equilibrium.

Hence, we have a total of \( N + 1 \) boundary conditions with only \( N \) conditions to be applied for each of the \( N \) layers. As shown in [16] for flat beams, when enforcing the interlaminar continuity and bottom surface equilibrium conditions explicitly, the boundary condition on the top surface is automatically fulfilled if Cauchy’s hoop equilibrium equation (9) is enforced in the variational statement that is used to derive the governing equations. In Appendix A it is shown that the top surface traction boundary condition \( \sigma_{r,\phi}^{(N)}(z = t/2) = \hat{T}_i \) is indeed automatically recovered if Cauchy’s hoop equilibrium equation (9) is satisfied by the model.

We can now substitute equation (8) into (15) to give:

\[ \sigma_{r,\phi} = \frac{1}{r^2} \left[ 1 - \int r \bar{Q}^{(k)} F^T s \bar{F}_{r,\phi} dr \right] \]
\[ = \frac{1}{r^2} \left[ 1 - \bar{Q}^{(k)} F^T dz \bar{F}_{r,\phi} \right] \tag{16} \]
\[ = \frac{1}{r^2} \left[ 1 - \bar{Q}^{(k)} F^T s \bar{F}_{r,\phi} + d^{(k)} \right] \]

where we define \( g^T = \int F^T(z) dz \) which describes the through-thickness variation of the transverse shear stress. Using the interlaminar and bottom surface boundary conditions we find the integration constants \( d^{(k)} \) to be:

\[ d^{(k)} = \sum_{i=1}^k \left( \left[ \bar{Q}^{(i)} - \bar{Q}^{(i-1)} \right] g^T(t_{i-1}) \right] s \bar{F}_{r,\phi} \]
\[ + \left( -\frac{r}{2} + R \right)^2 \hat{T}_b = 1. \tag{17} \]

Hence the expression for \( \sigma_{r,\phi} \) is:

\[ \sigma_{r,\phi} = \frac{1}{r^2} \left[ 1 - \bar{Q}^{(k)} F^T s \bar{F}_{r,\phi} \right] \]
\[ + \sum_{i=1}^k \left( \left[ \bar{Q}^{(i)} - \bar{Q}^{(i-1)} \right] g^T(t_{i-1}) \right] s \bar{F}_{r,\phi} \]
\[ + \left( -\frac{r}{2} + R \right)^2 \hat{T}_b. \tag{18} \]

In the same manner we can derive an expression for \( \sigma_r \) using equation (10). Rearranging equation (10) we find the following first-order Euler differential equation:

\[ r \sigma_{r,\phi} + \sigma_r = \sigma_{\phi} - \sigma_{r,\phi}. \tag{19} \]

Using the substitution \( \sigma^H_r = r^\alpha \), the solution to the homogeneous equation \( r \sigma_{r,\phi} + \sigma_r = 0 \) is:

\[ \sigma^H_r \equiv \frac{1}{r}. \tag{20} \]

The inhomogeneous solution is found with the same approach as before, namely the variation of parameters, with the assumption \( \sigma^p_r = C(r) r^\beta \). Thus, substituting \( \sigma^p_r \) into equation (19) we find:
\[ C(r) = \int (\sigma_{\varphi} - \sigma_{\varphi,\varphi}) \, dr \]  

such that the stress field \( \sigma_r \) is:

\[
\sigma_r = \sigma_r^H + \sigma_r^P = \sigma_r^H + C(r) \sigma_r^H
\]

\[
\sigma_r = \frac{1}{r} \left[ \frac{1}{r} \int \left( \sigma_{\varphi} - \sigma_{\varphi,\varphi} \right) \, dr \right].
\]

The interlaminar and surface traction boundary conditions that are used to find the integration constants of the last term in equation (22) are:

- \( \sigma_r^{(k)}(z = t_{l-1}) = \sigma_r^{(k-1)}(z = t_{l-1}) \), i.e. interlaminar traction continuity.
- \( \sigma_r^{(1)}(z = -t/2) = \hat{P}_b \), i.e. bottom surface traction equilibrium
- \( \sigma_r^{(N)}(z = t/2) = \hat{P}_t \), i.e. top surface traction equilibrium.

Substituting equation (8) and (16) into (22) gives:

\[
\sigma^r = \frac{1}{(r+R)^2} \left( 1 + \int \left[ \tilde{Q}^{(k)} \mathbf{t}^T \mathbf{s}_F \right] \frac{1}{(r+R)^2} \mathbf{s}_F \right.
\]

\[
- \frac{1}{(r+R)^2} \left[ -\tilde{Q}^{(k)} \mathbf{g}^T \mathbf{s}_F_{\varphi} \right.
\]

\[
+ \sum_{i=1}^{k} \left[ \left( \tilde{Q}^{(i)} - \tilde{Q}^{(i-1)} \right) \mathbf{g}^T (t_{i-1}) \right] \mathbf{s}_F_{\varphi}
\]

\[
+ \left( \tilde{Z} + R \right)^2 \tilde{T}_{b,\varphi} \right) dz\]

\[
\sigma^r = \frac{1}{(r+R)^2} \left( 1 + \tilde{Q}^{(k)} \mathbf{h}^T \mathbf{s}_F + \tilde{Q}^{(k)} \mathbf{m}^T \mathbf{s}_F_{\varphi} \right.
\]

\[
+ \sum_{i=1}^{k} \left[ \left( \tilde{Q}^{(i)} - \tilde{Q}^{(i-1)} \right) \mathbf{g}^T (t_{i-1}) \right] \mathbf{s}_F_{\varphi}
\]

\[
+ \frac{1}{(r+R)^2} \left( - \tilde{Z} + R \right)^2 \tilde{T}_{b,\varphi} + b^{(k)} \right) \]

where we define \( \mathbf{h}^T(z) = \int \frac{1}{(r+R)^2} \mathbf{t}^T(z) \, dz \) and \( \mathbf{m}^T(z) = \int \frac{1}{(r+R)^2} \mathbf{g}^T(z) \, dz \). Using the interlaminar and bottom surface boundary conditions we find the integration constants \( b^{(k)} \):

\[
b^{(k)} = \left( - \frac{1}{2} + R \right) \hat{P}_b - \left( - \frac{1}{2} + R \right) \tilde{T}_{b,\varphi} - 1
\]

\[
- \sum_{i=1}^{k} \left[ \left( \tilde{Q}^{(i)} - \tilde{Q}^{(i-1)} \right) \mathbf{h}^T (t_{i-1}) \mathbf{s}_F \right.
\]

\[
+ \left( \tilde{Q}^{(i)} - \tilde{Q}^{(i-1)} \right) \mathbf{m}^T (t_{i-1}) \mathbf{s}_F_{\varphi}
\]

\[
+ \frac{1}{(r+R)^2} \left( \tilde{Q}^{(i)} - \tilde{Q}^{(i-1)} \right) \mathbf{g}^T (t_{i-1}) \mathbf{s}_F_{\varphi} \right].
\]

Hence the expression for \( \sigma_r \) is:

\[
\sigma^r = \frac{1}{(r+R)^2} \left[ \tilde{Q}^{(k)} \mathbf{h}^T \mathbf{s}_F + \tilde{Q}^{(k)} \mathbf{m}^T \mathbf{s}_F_{\varphi} \right.
\]

\[
+ \sum_{i=1}^{k} \left[ \left( \tilde{Q}^{(i)} - \tilde{Q}^{(i-1)} \right) \mathbf{g}^T (t_{i-1}) \mathbf{s}_F \right.
\]

\[
+ \left( \tilde{Q}^{(i)} - \tilde{Q}^{(i-1)} \right) \mathbf{m}^T (t_{i-1}) \mathbf{s}_F_{\varphi}
\]

\[
+ \frac{1}{(r+R)^2} \left( \tilde{Q}^{(i)} - \tilde{Q}^{(i-1)} \right) \mathbf{g}^T (t_{i-1}) \mathbf{s}_F_{\varphi} \right].
\]

Appendix A shows that the top surface traction boundary condition \( \sigma_r^{(N)}(z = t/2) = \hat{P}_t \) is automatically guaranteed, even though it was not enforced explicitly if Cauchy’s radial equilibrium equation (10) is satisfied by the model.

### 2.1.2. Integration of Cauchy’s polar equilibrium equations

In the Hellinger-Reissner mixed variational formulation, Cauchy’s equilibrium equations are added as constraint conditions to the strain energy written in complementary form, i.e. terms of stresses. This procedure enforces the equilibrium of stresses in a variational sense, and specifically in the present work guarantees that the traction boundary conditions on the top surface are recovered accurately. The strain energy is calculated by means of a volume integral, but as the present model is an equivalent single-layer theory the equilibrium equations need to be converted into a form where they can be expressed in terms of the unknown stress resultants \( \mathbf{F} \). Thus, to compress Cauchy’s polar equilibrium equations (9) and (10) onto an equivalent single layer, the equilibrium equations are integrated in the \( z \)-direction and combined with equation (6).

Integrating equation (9) in the \( z \)-direction leads to:

\[
\left( 1 + \frac{1}{2R} \right) R + \frac{1}{2} \hat{T}_t = \left( 1 - \frac{1}{2R} \right) \left( R - \frac{1}{2} \right) \hat{T}_b
\]

\[
+ \frac{1}{R} M_{\varphi,\varphi} + N_{\varphi,\varphi} = 0
\]

and integrating equation (10) gives:

\[
\left( \frac{1}{2} + \frac{1}{2R} \right) \hat{P}_t - \left( - \frac{1}{2} + R \right) \hat{P}_b - N_\varphi
\]

\[
+ \frac{1}{R} \left[ \frac{1}{2} \left( R + \frac{1}{2} \right) \hat{T}_{t,\varphi} + \left( R - \frac{1}{2} \right) \hat{T}_{b,\varphi} \right] + M_{\varphi,\varphi} = 0.
\]
2.2. Hellinger-Reissner mixed variational statement

To obtain the equilibrium of the system, the first variation of the potential energy functional \( \Pi \):
\[
\Pi(\lambda, \mathcal{F}) = \Pi_e(\mathcal{F}) + \Pi_r(\mathcal{F}) + \Pi_{r\varphi}(\mathcal{F}) + \Pi_{\varphi}(\mathcal{F}) + \Pi_{\varphi}(\lambda, \mathcal{F})
\]
(28)
must vanish. Hence:
\[
\delta \Pi = 0 \quad (29)
\]
where \( \Pi_e, \Pi_r \) and \( \Pi_{r\varphi} \) denote the complementary strain energy of the stress terms in the \( r \)-, \( \varphi \)- and \( r\varphi \)-directions, respectively. \( \Pi_{\varphi} \) represents the potential energy due to the loads acting on boundary \( \Gamma = (z \times \varphi_{\lambda}) \cup (z \times \varphi_{\beta}) \), and \( \Pi_{\varphi} \) is the Lagrange multiplier potential associated with the equivalent single-layer equilibrium equations (26) and (27) multiplied by two Lagrange multipliers \( \lambda_1 \) and \( \lambda_2 \).

In this work we assume that the radial displacement \( u_r(\varphi) \) is independent of \( r \) with associated negligible radial strains. Therefore, the strain energy in the radial direction is also negligible compared to the hoop and transverse shear strain energy. As a result, \( \Pi_r = 0 \) and equation (28) simplify to:
\[
\Pi = \Pi_e + \Pi_{r\varphi} + \Pi_{\varphi} + \Pi_{\varphi_1}
= \frac{1}{2} \int_{\Gamma} \sigma_r \varepsilon_r dV + \frac{1}{2} \int_{\Gamma} \sigma_{r\varphi} \varepsilon_{r\varphi} dV
- \int_{\Gamma} \left[ \sigma_r \hat{u}_r^{(k)} + \sigma_{r\varphi} \hat{w}_0 \right] d\Gamma
+ \int_{\Delta} A_k \left[ (1 + \frac{1}{2\kappa}) \left( R + \frac{1}{2} \right) T_{r} - (1 - \frac{1}{2\kappa}) \left( R - \frac{1}{2} \right) T_{b} \right]
+ \frac{1}{\kappa} \int_{\Gamma} \left[ \frac{1}{2} \left( R + \frac{1}{2} \right) T_{r\varphi} + \left( R - \frac{1}{2} \right) T_{b r\varphi} + \Phi_{b r\varphi} \right] d\Gamma
\]
(30)

where a superimposed hat \( \hat{\cdot} \) denotes prescribed quantities. Even though the strain energy in the radial direction \( \Pi_r \) is ignored, the radial stress can readily be recovered from Cauchy’s equilibrium using equation (25) once \( \mathcal{F} \) has been determined.

As \( \Pi_e \) and \( \Pi_{r\varphi} \) must be written in complementary form, the hoop strain \( \varepsilon_r \) and transverse shear strain \( \varepsilon_{r\varphi} \) need to be replaced by the associated stresses \( \sigma_r \) and \( \sigma_{r\varphi} \), respectively. Thus, the hoop shear strain is replaced with \( \varepsilon_{r\varphi} = \frac{1}{Gt^2} \mathcal{F}^{(k)} (z \times \mathcal{F}) \) and the transverse shear strain \( \varepsilon_{r\varphi} \) is replaced by the constitutive law:
\[
\varepsilon_{r\varphi}^{(k)} = \frac{1}{Gt^2} \sigma_{r\varphi}^{(k)}
= \frac{1}{Gt^2} \frac{1}{T^2} \left( 1 - \tilde{G}^{(k)} \mathcal{F}^{(k)} \eta \mathcal{F}_{,\varphi} + \delta^{(k)} \right).
\]
(31)

Hence, the total potential energy \( \Pi \) is written in terms of the stress resultants \( \mathcal{F} \) and Lagrange multipliers \( \lambda_1 \) and \( \lambda_2 \) only, which are the functional unknowns of the theory. Each individual term of equation (30) is elucidated in more detail in Appendix C.

To find the resulting governing equations, the first variation of the potential energy in equation (30) is found via the calculus of variations. The detailed derivations of this step are reported in Appendix D. The resulting Euler-Lagrange integral equations over the domain \( \varphi \) of the curved beam are the governing field equations of the model, whereas the Euler-Lagrange boundary equations resulting from integration by parts are the pertinent boundary conditions.

The governing field equations comprise \( n + 1 \) stress-displacement equations related to the variations of the stress resultants \( \delta \mathcal{F}^T = [\delta N \delta M \ldots ] \), and two equivalent single-layer equilibrium equations (26) and (27) related to the variations of the Lagrange multipliers \( \delta \lambda_1 \) and \( \delta \lambda_2 \). Hence:
\[
\delta \mathcal{F}^T : \quad s \mathcal{F} = \left[ \eta^T \mathcal{F}_{,\varphi} + \chi \left( R - \frac{1}{2} \right) \tilde{T}_{b,\varphi} \right] + \Lambda_{HR} = 0
\]
\[
\delta \lambda_1 : \quad \left( 1 + \frac{1}{2\kappa} \right) \left( R + \frac{1}{2} \right) \tilde{T}_{r} - \left( 1 - \frac{1}{2\kappa} \right) \left( R - \frac{1}{2} \right) \tilde{T}_{b}
+ \frac{1}{\kappa} M_{\varphi} + N_{\varphi} = 0
\]
\[
\delta \lambda_2 : \quad \left( \frac{1}{2} + R \right) \tilde{T}_{r} - \left( -\frac{1}{2} + R \right) \tilde{T}_{b} - N_{\varphi}
+ \frac{1}{\kappa} \left[ \frac{1}{2} \left( R + \frac{1}{2} \right) \tilde{T}_{b\varphi} + \left( R - \frac{1}{2} \right) \tilde{T}_{b r\varphi} \right]
+ M_{\varphi,\varphi} = 0
\]
(32)

where:
\[
\Lambda_{HR} = \begin{bmatrix}
-\lambda_1,\varphi - \lambda_2 \\
\frac{1}{\kappa} \lambda_1,\varphi + \frac{1}{\kappa} \lambda_2,\varphi \\
\vdots \\
0
\end{bmatrix}
\]
(33)

and \( \eta \) and \( \chi \) are matrices of shear correction factors defined in equation (C.6). Besides the classical membrane and bending equilibrium equations associated with \( \delta \lambda_1 \) and \( \delta \lambda_2 \) in equation (32), respectively, the governing equations related to \( \delta \mathcal{F}^T \) represent the higher-order relation between stress resultants \( \mathcal{F} \) and mid-plane membrane strains and curvatures \( \Lambda_{HR} \), and are therefore higher-order stress-displacement relations.

The natural (stress) and essential (displacement)
boundary conditions are:
\[ \delta F^T = 0 \quad \text{or} \quad \eta^T \mathbf{F}_{\varphi} + \chi \left( R - \frac{z}{4} \right)^2 \mathbf{I}_b + \mathbf{A}_{BC1} = \mathbf{U}_{\varphi} \]
\[ \delta F^T = 0 \quad \text{or} \quad \mathbf{A}_{BC2} = \mathbf{W} \]
where:
\[ \mathbf{A}_{BC1} = \begin{bmatrix} \lambda_1 & \frac{1}{\pi} \lambda_1 - \frac{1}{\pi} \lambda_2 \varphi & 0 & 0 \\ 0 & 0 & 0 & 0 \\ \vdots & \vdots & \vdots & \vdots \\ 0 & 0 & 0 & 0 \end{bmatrix}, \quad \mathbf{A}_{BC2} = \begin{bmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ \vdots & \vdots & \vdots & \vdots \\ 0 & 0 & 0 & 0 \end{bmatrix}, \quad \mathbf{W} = \begin{bmatrix} \hat{w}_0 \\ 0 \\ \vdots \\ 0 \end{bmatrix} \]
and \( \mathbf{U}_{\varphi} = (\hat{u}_0 \, \hat{u}_1 \ldots)^T \) and \( \hat{w}_0 \) are the prescribed mid-plane hoop and transverse displacements, respectively, at the two ends \( \varphi_A \) and \( \varphi_B \) of the curved beam.

The governing equations are thus ordinary differential equations of \( \varphi \), which can be solved for the unknown components of the stress resultants \( \mathbf{F} \) (which are needed to calculate the stress fields), and the two Lagrange multipliers \( \lambda_1 \) and \( \lambda_2 \). Equations (34) and (35) also show the significant number of the two Lagrange multipliers; \( \lambda_1 \) is equal to the mid-plane hoop displacement \( u_0 \) and \( \lambda_2 \) equals the transverse displacement \( w_0 \). The governing equations are much less complex than for 3D finite element formulations and hence can be solved with little numerical effort.

### 2.3. Differential quadrature method

To solve the governing equations and the related boundary conditions in their strong form the differential quadrature method (DQM) is used. It has been previously shown that DQM is an efficient strategy for solving the stretching and bending problems [22, 23] of composite laminates.

DQM is a pseudo-spectral method, which replaces the derivatives of a function with a linear weighting matrix, \( \mathbf{A}_{ij}^{(m)} \), multiplied by all functional values within the domain [24]:

\[ \frac{d^m f(\varphi_i)}{d\varphi^m} = \sum_{i=1}^{N_p} A_{ij}^{(m)} f(\varphi_j) \]

where \( m \) is the order of the derivative and \( N_p \) is the number of grid points. In the examples that are shown in this study the numerical solution converged for \( N_p = 11 \). DQM is a collocation method by which the residual between the numerical solution and an exact solution is equal to zero at the grid points assuming that the numerical inversion of the algebraic equations occurs without numerical errors. Between the grid points it cannot be guaranteed that the residual is exactly equal to zero. In the present work the Lagrangian polynomial weighting matrix based on the non-uniform Chebychev-Gauss-Lobatto grid is used [24] which was shown to give excellent numerical convergence and stability properties. The Chebychev-Gauss-Lobatto points result in minimum discretisation errors. By biasing grid points towards the boundaries Runge phenomena are avoided and the interpolation error reduces with increasing polynomial order. Hence, by replacing all the derivatives with the weighting matrix and the functional values themselves, the differential equations can be transformed to standard linear algebraic equations.

### 3. Results

#### 3.1. Validation of the stress field using finite element method

To validate the model the results for a number of different loading cases are compared with a high fidelity 3D FE model. The FE model is carried out in Ansys classic 14.5 and consists of 512,000 SOLID186 elements with 16 elements through the thickness (4 elements per layer), 160 elements along the circumference, and 200 elements in the \( x \)-direction. This element is a 20 node brick element and is used as a structural solid element. A pure displacement formulation and uniform reduced integration is used. The assumed material properties are given in table 1 and are representative of the CFK T300 Epoxy material. Two different lay-ups are tested, the first is a \([0 \, 90 \, 0 \, 0]\)laminate and the second a \([0 \, 90 \, 90 \, 0]\)laminate. To ensure convergence the Hellinger-Reissner results are calculated up to a model order of \( n = 9 \). The curved beam is clamped at both ends and a prescribed displacement is enforced on the right edge, as shown in figure 5. The thickness of the beam is 8 mm in total, all four layers have a thickness of 2 mm. The radius of the beam is 25.6 mm and the opening angle \( \psi_0 \) is 155°. The enforced displacement \( w_{disp} \) equals 0.5 mm.

<table>
<thead>
<tr>
<th>Material properties</th>
<th>( E_{11}[\text{GPa}] )</th>
<th>( E_{22}[\text{GPa}] )</th>
<th>( E_{33}[\text{GPa}] )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( G_{12}[\text{GPa}] )</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>( G_{23}[\text{GPa}] )</td>
<td>3.846</td>
<td>3.846</td>
<td>3.846</td>
</tr>
<tr>
<td>( v_{12} [-] )</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
</tr>
<tr>
<td>( v_{13} [-] )</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
</tr>
<tr>
<td>( v_{23} [-] )</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
</tr>
</tbody>
</table>

Table 1: Material properties of CFK T300 Epoxy.

All following plots of the stress distributions are calculated with a 11 point Chebychev-Gauss-Lobatto grid.
Between the grid points the values are interpolated using Lagrange polynomials. Figures 6 to 8 show the results for the first unidirectional lay-up. The results of the Hellinger-Reissner beam model agree very well with the 3D FE model. In figure 6 we observe that the stress channeling in $\sigma_\psi$ (as reported by [14]) is captured robustly with the present model, underlining that higher-order terms are important. Further, figures 7 and 8 show that the continuity of transverse stresses at layer interfaces and the traction-free surfaces are fulfilled. Figures 6 to 8 show that all three stress components are predicted accurately with the Hellinger-Reissner model and the numerical effort, in comparison with the FE simulation, is significantly smaller. While the Hellinger-Reissner model solves an ordinary differential equation with one variable ($\varphi$), the FE simulation solves a three dimensional partial differential equation ($x$, $\varphi$, and $r$) in case of a high fidelity model or a two dimensional partial differential equation ($\varphi$ and $r$) if a plane model is used. A further advantage of the Hellinger-Reissner model concerning computational time is that it directly provides stress results. In displacement-based FEM approaches the stress results are calculated in a post-processing step from the displacement solution. As the stress results are one polynomial order lower than the displacement results an FEM model requires very fine meshes through the thickness with several elements per layer to achieve accurate stress results.

Figures 9 to 11 show the comparison between the Hellinger-Reissner beam model and the 3D FE model for the second tested lay-up. Again, these results indicate the excellent agreement between the stresses predicted by the Hellinger-Reissner and the 3D FE models. Similarly, the interlaminar continuity condition and surface boundary conditions of the transverse stresses are satisfied for the Hellinger-Reissner model.
Figure 7: a) Distribution of $\sigma_{r\phi}$ throughout the curved beam calculated with the Hellinger-Reissner model and b) a comparison between the Hellinger-Reissner $n = 9$ model and 3D FE results at 10% and 20% from the left end of the beam.

Figure 8: a) Distribution of $\sigma_r$ throughout the curved beam calculated with the Hellinger-Reissner model and b) a comparison between the Hellinger-Reissner $n = 9$ model and 3D FE results at 10% and 20% from the left end of the beam and at the mid-span.
As demonstrated in [16] the approach is also valid for unsymmetrical lay-ups. The lay-up (symmetrical or unsymmetrical) does not influence the convergence behavior of the model.

![Figure 9: a) Distribution of $\sigma_\phi$ throughout the curved beam calculated with the Hellinger-Reissner model and b) a comparison between the Hellinger-Reissner $n = 9$ model and 3D FE results at mid-span.](image)

**3.2. Convergence analysis**

Figures 12 to 14 show a convergence analysis of the modeling order $n$ for the first lay-up. The plots show that the results converge to the 3D FE solution for the modeling order $n = 3$ or $n = 4$. Figure 12 shows that a first- or second-order model is not able to capture higher-order effects such as stress channeling towards the surfaces in the hoop stress $\sigma_\phi$. Furthermore, figures 13 and 14 show that low-order models ($n < 3$) cannot predict the stress distributions of the transverse stresses $\sigma_r$ and $\sigma_{r\phi}$ accurately. Especially for thick beams higher-order terms are needed to approach the 3D FE stress prediction.

**Figure 10: a) Distribution of $\sigma_{r\phi}$ throughout the curved beam calculated with the Hellinger-Reissner model and b) a comparison between the Hellinger-Reissner $n = 9$ model and 3D FE results at 10% and 20% from the left end of the beam.**
The influence of the curvature and the number of layers on the convergence was investigated by doubling the number of layers and testing different curvatures while keeping the arc-length constant. We found that the convergence behavior is not influenced by the number of layers. For increasing curvatures the results imply that slightly higher modeling orders are needed. However, all the tested examples converged for \( n \leq 5 \).

3.3. Comparison with other models

Figure 15 shows a comparison between the Hellinger-Reissner models with \( n = 1 \) and \( n = 5 \), the FE solution and two first-order shear deformation theory models, namely the Timoshenko curved beam model [17]...
and a Lekhnitskii-type curved beam model by Kedward et al. [18]. The first-order Timoshenko and a Lekhnitskii-type curved beam models match very well with the Hellinger-Reissner model for $n = 1$. However, these models are much less accurate than the Hellinger-Reissner model for $n = 5$.

3.4. Stress residuals

In order to check the quality of the solution, we calculate the residuals in Cauchy’s polar equilibrium equations by re-substituting the Hellinger-Reissner and 3D FE solutions into equilibrium equations (9) and (10). Equation (9) represents the hoop equilibrium and (10) the radial equilibrium. Analytical expressions for the required derivatives for the Hellinger-Reissner model are given in Appendix E. For the FE model the derivatives are calculated numerically, and hence are perhaps evaluated less accurately. The numerical algorithm to calculate the gradients is based on central differences for interior data points and single-sided differences for points along the edges. Between the data points Lagrange polynomials are used for interpolation. Figures 16 and 17 show the stress residuals for the Hellinger-Reissner beam model and the FE model, respectively. The stress residuals for the Hellinger-Reissner beam model in figure 16 are almost equal to zero, hence the equilibrium equations are fulfilled highly accurately. The stress residuals for the FE model in figure 17 are finite and multiple orders of magnitude greater than for the Hellinger-Reissner model, which indicates that the equilibrium conditions are not fulfilled as accurately by the 3D FE model. The residuals are especially pronounced at the boundaries as the equilibrium of stresses and traction boundary conditions at the clamped edges are not enforced explicitly in the weak-form displacement-based FEM, and therefore there is no guarantee that the stresses converge to meaningful values in the vicinity of the edges [25, 26]. However, figure 17 also shows that a finite residual is perpetuated even further towards the mid-span. For the Hellinger-Reissner model the residuals are also negligible close to the boundaries. This indicates that the combination of enforcing Cauchy’s polar equilibrium equations explicitly in the variational statement and solving the ensuing governing differential equations in the strong-form has certain advantages for predicting accurate stress fields towards boundary conditions. This capability is particularly useful for damage analysis as delaminations and other damage phenomena typically occur in the region of boundaries where stress gradients are pronounced.

4. Conclusions

The present work has shown that accurate 3D stress fields in curved multilayered beams of arbitrary constant thickness and constant curvature can be predicted using an equivalent single-layer model derived from the Hellinger-Reissner mixed variational statement. The hoop, radial and transverse shear stresses are constructed from a generalized higher-order series of stress resultants multiplied by Legendre polynomials, and are inherently equilibrated. By expanding the stress fields
in the thickness direction via orthogonal Legendre polynomials, the membrane forces, bending moments and all higher-order stress resultants are fully decoupled. Higher-order moments are needed to capture the channeling of hoop stresses towards the beam surfaces and are increasingly important for thicker beams. By using the Hellinger-Reissner mixed variational statement, new stress-displacement relations are derived which are of the form of ordinary differential equations. These equations are supplemented with the classical membrane and bending equilibrium equations of a curved beam to form the governing field equations of the theory. In the present paper the pseudo-spectral differential quadrature method is used to solve these governing equations.

The presented model predicts the hoop, radial and transverse shear stress fields in multilayered beams with high accuracy as shown. A convergence analysis of the modeling order showed that higher-order moments up to 3rd or 4th order are needed to guarantee accurate stress results. When considering only first-order terms, the same results as Timoshenko beam theory are obtained.

A comparison with a high fidelity 3D finite element model showed excellent agreement for all stress fields for two different laminations and at different span-wise locations. Comparisons with closed-form analytical models showed that these simpler models can be adequate for thin laminates, but that first-order shear deformation theory is not capable of capturing higher-order effects for thicker laminates. Whereas the 3D FE benchmarks provide accurate stress results, the computational costs are very high. On the contrary, closed-form analytical models allow very fast analysis, but are lacking in accuracy for thicker laminates. In relation to this, the developed Hellinger-Reissner model provides a good compromise between accurate stress predictions and little numerical effort.

In conclusion, the developed model presents a promising analysis tool for accurate stress predictions in curved beams. Future work will focus on using the presented model to investigate the onset of damage in different curved laminated structures.
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Appendix A. Fulfillment of the boundary conditions

We need to check whether the shear traction equilibrium boundary condition on the top surface is accurately recovered when Cauchy’s hoop equilibrium equation is satisfied. To show this, we use the integrated equilibrium condition in equation (26) and evaluate it between \(-t/2\) and \(t/2\). Using equation (8), the expression \(\frac{1}{R} M_{\varphi\varphi} + N_{\varphi\varphi}\) is written as:

\[
\frac{1}{R} M_{\varphi\varphi} + N_{\varphi\varphi} = \int_{-t/2}^{t/2} \left( \frac{1}{R} \sigma_{\varphi\varphi} + \sigma_{\varphi\varphi} \right) dz = \int_{-t/2}^{t/2} \left( \frac{1}{R} \right) \frac{1}{R} R T dz \sigma F_{d\varphi} = \int_{-t/2}^{t/2} \frac{1}{R} \sigma F_{d\varphi} = \frac{1}{R} \right)
\]

(A.1)

and \((1 + \frac{1}{R}) (R + \frac{1}{2}) \sigma_{\varphi\varphi}(z = \frac{1}{2})\) using equation (18) is:

\[
\left(1 + \frac{1}{R}\right) \left(R + \frac{1}{2}\right) \sigma_{\varphi\varphi}(z = \frac{1}{2}) = \frac{1}{R} \left(R + \frac{1}{2}\right) \left(\frac{1}{R} + \frac{1}{2}\right) \left(-\bar{Q}_{\varphi\varphi}(t)\right) + \frac{1}{R} \sum_{k=1}^{N} \left[\bar{Q}(t) - \bar{Q}(t-1)\right] s F_{d\varphi} + (R - \frac{1}{2}) \sigma T_{\varphi\varphi} (R - \frac{1}{2}) \sigma T_{\varphi\varphi} (A.2)
\]

Hence, re-substituting equation (A.1) and (A.2) into the hoop equilibrium equation (26) results in exactly zero. This shows that the shear traction equilibrium boundary condition, which was not enforced explicitly in the derivation of the integration constants of equation (17), is automatically guaranteed as long as the equilibrium equation (26) is satisfied in the model.

The same analysis is repeated for the radial equilibrium equation (27), to show that the radial traction equilibrium condition on the top surface is automatically satisfied when equilibrium equation (27) is fulfilled in the model. We use equation (B.9) and evaluate the integrals between \(-t/2\) and \(t/2\). For the expression \(-\int \sigma_{\varphi\varphi} dz + \sigma_{\varphi\varphi} dz\) we write:

\[
- \int \sigma_{\varphi\varphi} dz + \int \sigma_{\varphi\varphi} dz = - \int_{-t/2}^{t/2} \frac{1}{R} T dz \sigma F + \frac{1}{R} T \sum_{i=1}^{k} \left[\left(\bar{Q}(t) - \bar{Q}(t-1)\right) s F_{d\varphi} + (R - \frac{1}{2}) \sigma T_{\varphi\varphi} (R - \frac{1}{2}) \sigma T_{\varphi\varphi} (A.3)
\]
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For \((R + \frac{1}{2})\sigma_r(z = t/2)\) using equation (23) we can write:

\[
(R + \frac{1}{2})\sigma_r(z = t/2) = \frac{R + \frac{1}{2}}{R + \frac{1}{2}} \left(1 + \bar{Q}^N\bar{h}^T(t/2)s\bar{F} + \bar{Q}^N\bar{m}^T(t/2)s\bar{F}_{\varphi\varphi}\right) + \frac{1}{R + \frac{1}{2}} \sum_{i=1}^{N} \left(\bar{Q}^{(i)}(i)\bar{g}^T(t_{i-1})s\bar{F}_{\varphi\varphi}\right) + \frac{1}{R + \frac{1}{2}} (R - \frac{1}{2})^2 \bar{T}_{b,\varphi} + b^{N})
\]

where \(b_N\) is:

\[
b^{(N)} = (R - \frac{1}{2})\bar{P}_b - (R - \frac{1}{2})\bar{T}_{b,\varphi} - 1 - \sum_{i=1}^{N} \left((\bar{Q}^{(i)} - \bar{Q}^{(i-1)})\bar{h}^T(t_{i-1})s\bar{F}\right) + (\bar{Q}^{(i)} - \bar{Q}^{(i-1)})\bar{m}^T(t_{i-1})s\bar{F}_{\varphi\varphi} + \frac{1}{R + \frac{1}{2}} \bar{T}_{b,\varphi}.
\]

Hence we find for \((R + \frac{1}{2})\sigma_r(z = t/2)\):

\[
(R + \frac{1}{2})\sigma_r(t/2) = \sum_{i=1}^{N} \left(\frac{t_i}{R + \frac{1}{2}} - \frac{t_i}{R + \frac{1}{2}}\right)(R - \frac{1}{2})^2 \bar{T}_{b,\varphi} + \left(R - \frac{1}{2}\right)\bar{P}_b + \sum_{i=1}^{N} \left(\bar{Q}^{(i)}\bar{h}^T(t_{i-1}) - \bar{Q}^{(i-1)}\bar{h}^T(t_{i-1})\right)s\bar{F} + \sum_{i=1}^{N} \left(\bar{Q}^{(i)}\bar{m}^T(t_{i-1}) - \bar{Q}^{(i-1)}\bar{m}^T(t_{i-1})\right)s\bar{F}_{\varphi\varphi} + \sum_{i=1}^{N} \left[\bar{Q}^{(i)}\bar{g}^T(t_{i-1})\right]s\bar{F}_{\varphi\varphi} + \frac{1}{R + \frac{1}{2}} \sum_{i=1}^{N} \left[\bar{Q}^{(i)} - \bar{Q}^{(i-1)}\right]s\bar{F}_{\varphi\varphi}
\]

which fulfils the equilibrium equation (27) as we know that \((R - \frac{1}{2})\sigma_r(-t/2) = (R - \frac{1}{2})\bar{P}_b\).

**Appendix B. Integration of the equilibrium equations**

In the Hellinger-Reissner mixed variational principle of an equivalent single layer, Cauchy’s equilibrium conditions are integrated in the thickness direction and then added to the potential energy as constraints via Lagrange multipliers. Hence, we integrate the equilibrium equations (9) and (10) in the \(r\)-direction and combine them with equation (6). First, the hoop equilibrium equation (9) is multiplied by \(r = z + R\) and then integrated with respect to \(dr = dz\). Noting that \(\sigma_{r,z} = \sigma_{r,z}\), we get:

\[
\int (z + R)\sigma_{r,z}dz + 2\int \sigma_{r,z}dz + \int \sigma_{r,\varphi}dz = 0
\]

and using integration by parts on the first term results in:

\[
\left(\frac{t}{2} + R\right)\bar{T}_{z} - \left(\frac{t}{2} + R\right)\bar{\dot{T}}_{b} - \int \sigma_{r,z}dz + 2\int \sigma_{r,z}dz + \int \sigma_{r,\varphi}dz = 0.
\]

Now, using the definition of \(N_{\varphi}\) and \(Q_{\varphi}\) in equation (6) to integrate \(\sigma_{\varphi}\) and \(\sigma_{r,z}\) gives:

\[
\left(\frac{t}{2} + R\right)\bar{T}_{z} - \left(\frac{t}{2} + R\right)\bar{\dot{T}}_{b} + Q_{\varphi} + N_{\varphi} = 0.
\]

Next, the hoop equilibrium equation (9) is multiplied by \(r = z + R\) and then integrated with respect to \(zdr = zdz\), i.e. the balance of moments about the mid-plane is evaluated. Hence:

\[
\int z(z + R)\sigma_{r,z}dz + 2\int z\sigma_{r,z}dz + \int z\sigma_{r,\varphi}dz = 0
\]
and using integration by parts on the first term we get:

\[
\left| z^2 + Rz \right|^{1/2} \hat{T}_r - \left| z^2 + Rz \right|^{1/2} \hat{T}_b - \int (2z + R) \sigma_{r\psi} dz + 2 \int z \sigma_{r\psi} dz + \int z \sigma_{\psi\psi} dz = 0.
\]  
(B.5)

Now, using the definition of \( M_\psi \) and \( Q_\psi \) in equation (6) to integrate \( \sigma_\psi \) and \( \sigma_{r\psi} \) gives:

\[
\left( \left( \frac{1}{2} \right)^2 + R \left( \frac{1}{2} \right) \right) \hat{T}_r - \left( \left( \frac{1}{2} \right)^2 + R \left( \frac{1}{2} \right) \right) \hat{T}_b - R Q_\psi + M_{\psi\psi} = 0
\]  
(B.6)

such that, by rearranging equation (B.6), we find for \( Q_\psi \):

\[
Q_\psi = \frac{1}{R} \left\{ \left( \frac{1}{2} \right)^2 + R \left( \frac{1}{2} \right) \right\} \hat{T}_r - \left\{ \left( \frac{1}{2} \right)^2 + R \left( \frac{1}{2} \right) \right\} \hat{T}_b + M_{\psi\psi}
\]  
(B.7)

Substituting equation (B.7) into (B.3) we find:

\[
\left( \frac{1}{2} + R \right) \hat{T}_r - \left( -\frac{1}{2} + R \right) \hat{T}_b + \frac{1}{R} \left\{ \left( \frac{1}{2} \right)^2 + R \left( \frac{1}{2} \right) \right\} \hat{T}_r - \left\{ \left( \frac{1}{2} \right)^2 + R \left( \frac{1}{2} \right) \right\} \hat{T}_b + M_{\psi\psi} + N_{\psi\psi} = 0
\]  
(B.8)

Next, we multiply the radial equilibrium equation (10) by \( r = z + R \) and integrate with respect to \( dr = dz \). Noting that \( \sigma_{r,r} = \sigma_{r,z} \) we get:

\[
\int (z + R) \sigma_{r,z} dz + \int \sigma_{r} dz - \int \sigma_{\psi} dz + \int \sigma_{r\psi} dz = 0.
\]  
(B.9)

Using integration by parts on the first term in equation (B.9) gives:

\[
\left\{ \left( \frac{1}{2} \right) + R \right\} \hat{P}_r - \left\{ \left( -\frac{1}{2} \right) + R \right\} \hat{P}_b - \int \sigma_{r} dr + \int \sigma_{\psi} dr - \int \sigma_{r\psi} dr = 0.
\]  
(B.10)

And using the definition of \( N_\psi \) and \( Q_\psi \) in equation (6) to integrate \( \sigma_\psi \) and \( \sigma_{r\psi} \) results in:

\[
\left\{ \left( \frac{1}{2} \right) + R \right\} \hat{P}_r - \left\{ \left( -\frac{1}{2} \right) + R \right\} \hat{P}_b - N_{\psi} + Q_{\psi\psi} = 0.
\]  
(B.11)

Substituting equation (B.7) in (B.11) yields:

\[
\left\{ \left( \frac{1}{2} \right) + R \right\} \hat{P}_r - \left\{ \left( -\frac{1}{2} \right) + R \right\} \hat{P}_b - N_{\psi}
\]

\[
\left. + \frac{1}{R} \left\{ \left( \frac{1}{2} \right)^2 + R \left( \frac{1}{2} \right) \right\} \hat{T}_r - \left\{ \left( \frac{1}{2} \right)^2 + R \left( \frac{1}{2} \right) \right\} \hat{T}_b + M_{\psi\psi} \right] = 0
\]

\[
\left. + \frac{1}{R} \hat{T}_r - \left( -\frac{1}{2} + R \right) \hat{T}_b - N_{\psi}
\]

\[
\left. + \frac{1}{R} \left\{ \left( R + \frac{1}{2} \right) \hat{T}_r + \left( R - \frac{1}{2} \right) \hat{T}_b \right\} + M_{\psi\psi} \right] = 0
\]

Thus, equations (B.8) and (B.12) represent the classical membrane and bending equilibrium equations written in terms of the classical membrane force \( N_\psi \) and bending moment \( M_\psi \).
Appendix C. Derivation of the potential energy term

The term $\Pi_T$ is:

$$
\Pi_T = \int \left( \sigma_T \dot{u} + \sigma_w \dot{w}_0 \right) d\Gamma \\
= \int \left( \sigma_T \dot{u} + \sigma_w \dot{w}_0 \right)_{\phi_a} d\Gamma \\
= \int \sigma_T \dot{u} d\Gamma - \int \sigma_w \dot{w}_0_{\phi_a} d\Gamma \\
= \int \left( \sigma_T \dot{u} - \sigma_w \dot{w}_0_{\phi_a} \right) d\Gamma \\
= \frac{1}{2} \int \sigma_T^{\phi} \dot{u}^{\phi} d\Gamma 
$$

(C.1)

where $\phi_A$ and $\phi_B$ are the two endpoints of the curved beam, and $\dot{u}_A = (\dot{u}_0, \dot{u}_1, \ldots)$ is the prescribed mid-plane displacements at $\phi_A$ and $\phi_B$. The term $\Pi_A$ is:

$$
\Pi_A = \int A_1 \left( (1 + \frac{1}{2}R) \left( R + \frac{1}{2} \right) \dot{T}_i - (1 - \frac{1}{2}R) \left( R - \frac{1}{2} \right) \dot{T}_b + \frac{1}{R} M_{\phi,\phi} + N_{\phi,\phi} \right) d\phi \\
+ \int A_2 \left( \frac{1}{2} \left( \dot{P} \dot{R} \dot{P} - \frac{1}{2} R \dot{P} \dot{P} - N_{\phi} \right) + \frac{1}{2} \left( (R + \frac{1}{2}) \dot{T}_{i,\phi} + (R - \frac{1}{2}) \dot{T}_{b,\phi} + M_{\phi,\phi} \right) d\phi \right)
$$

(C.2)

The term $\Pi_\psi$ is:

$$
\Pi_\psi = \frac{1}{2} \int \sigma_T^{\phi} \dot{u}^{\phi} r dr d\phi \\
= \frac{1}{2} \int \sigma_T^{\phi} \left( \frac{1}{2} T S \right) r dr d\phi \\
= \frac{1}{2} \int \sigma_T^{\phi} \left( \frac{1}{2} Q^{\phi} T S \right) S dr d\phi \\
= \frac{1}{2} \int T S \frac{1}{2} Q^{\phi} T S dr d\phi \\
= \frac{1}{2} \int T S \frac{1}{2} Q^{\phi} T S dr d\phi \\
= \frac{1}{2} \int T S \frac{1}{2} Q^{\phi} T S dr d\phi 
$$

(C.3)

The term $\Pi_{\phi \psi}$ is:

$$
\Pi_{\phi \psi} = \frac{1}{2} \int \sigma_T^{\phi} \dot{u}^{\phi} r dr d\phi \\
= \frac{1}{2} \int \sigma_T^{\phi} \dot{u}^{\phi} \frac{1}{(r+R)^2} \left( R - \frac{1}{2} \right)^2 \dot{T}_i + (R - \frac{1}{2})^2 \dot{T}_b d\phi \\
= \frac{1}{2} \int \sigma_T^{\phi} \dot{u}^{\phi} \frac{1}{(r+R)^2} \left( R - \frac{1}{2} \right)^2 \dot{T}_i + (R - \frac{1}{2})^2 \dot{T}_b d\phi \\
+ 2 \sigma_T^{\phi} \dot{u}^{\phi} \frac{1}{(r+R)^2} \left( R - \frac{1}{2} \right)^2 \dot{T}_i + (R - \frac{1}{2})^2 \dot{T}_b d\phi \\
= \frac{1}{2} \int \left[ T_{\phi \psi}^{\phi \psi} \dot{u}^{\phi} + 2 \sigma_T^{\phi} \dot{u}^{\phi} \left( R - \frac{1}{2} \right)^2 \dot{T}_b \right] d\phi \\
- \frac{1}{2} \left( \frac{1}{(r+R)^2} \left( R - \frac{1}{2} \right)^2 \dot{T}_b \right) d\phi
$$

(C.4)
where $\gamma^k(z)$ is a function of $z$ which we define as:

$$\gamma^k(z) = \nabla \Phi^k \hat{g}^T + \sum_{i=1}^k \left[ (\nabla \Phi^i - \nabla \Phi^{i-1}) \hat{g}^T (\ell_i-1) \right]$$  \hspace{1cm} (C.5)

and $\eta$ and $\chi$ are shear correction factors defined as:

$$\eta = \int_{-l/2}^{l/2} \frac{1}{\varepsilon + R} \left( \hat{s}^T \left( \gamma^k \right)^T \gamma^k \right) \hat{g} d\zeta$$

$$\chi = \int_{-l/2}^{l/2} \frac{1}{\varepsilon + R} \left( \hat{s}^T \left( \gamma^k \right)^T \right) \hat{g} d\zeta$$  \hspace{1cm} (C.6)

**Appendix D. First variation of the potential energy**

Using equation (C.1), the first variation of $\delta \Pi_T$ is:

$$\delta \Pi_T = \delta \left[ \int \left( \frac{1}{2} \left( \frac{1}{2} + R \right) \hat{T}_T - \left( 1 - \frac{1}{2} \right) \hat{T}_b \right) d\varphi \right]$$

$$+ \frac{1}{R} \int M_{\varphi,\varphi} d\varphi + \int \frac{1}{R} \lambda_1 \delta M_{\varphi,\varphi} d\varphi + \int \lambda_1 \delta N_{\varphi,\varphi} d\varphi$$

Using equation (C.2), the variation $\delta \Pi_{t_1}$ is:

$$\delta \Pi_{t_1} = \int \left[ \lambda_1 \left( \frac{1}{2} + R \right) \hat{P}_T - \left( \frac{1}{2} + R \right) \hat{P}_b - N_{\varphi} \right] d\varphi$$

Using equation (C.2), the variation $\delta \Pi_{t_2}$ is:

$$\delta \Pi_{t_2} = \int \left[ \lambda_2 \delta N_{\varphi} d\varphi + \frac{1}{R} \lambda_2 \delta M_{\varphi,\varphi} d\varphi \right]$$

Using equation (C.3), the variation $\delta \Pi_{\varphi}$ is:

$$\delta \Pi_{\varphi} = \delta \left[ \frac{1}{2} \int \hat{s}^T \delta \hat{s} d\varphi \right]$$

$$= \int \hat{s}^T \delta \hat{s} d\varphi \hspace{1cm} (D.4)$$

Using equation (C.4), the variation $\delta \Pi_{\varphi,\varphi}$ is:

$$\delta \Pi_{\varphi,\varphi} = \int \hat{s}^T \delta \hat{s} d\varphi + \delta \hat{s}^T \delta \hat{s} . \hspace{1cm} (D.5)$$
Appendix E. Calculation of the stress residual

The derivatives needed to calculate the stress residuals can be expressed as follows:

\[
\begin{align*}
\sigma_{\psi,\psi} &= \frac{1}{s} \tilde{Q}^{(k)} s \mathcal{F}_{\psi,\phi} \\
\sigma_{r,\psi} &= \frac{1}{r^2} \left( -\frac{2}{r^3} \tilde{Q}^{(k)} s \mathcal{F}_{\psi,\phi} + \sum_{i=1}^{k} \left[ \left( \tilde{Q}^{(i)} - \tilde{Q}^{(i-1)} \right) g^T (t_i-1) \right] s \mathcal{F}_{\psi,\phi} + \left( -\frac{1}{r} + R \right)^2 \tilde{T}_{b,\phi} \right) \\
\sigma_{r,t} &= -\frac{2}{r^2} + \left( -\frac{1}{r} h^T + \frac{1}{r} f^T \right) \tilde{Q}^{(k)} s \mathcal{F}_{\psi,\phi} + \left( -\frac{1}{r} m^T + \frac{1}{r} g^T \right) \tilde{Q}^{(k)} s \mathcal{F}_{\psi,\phi} \\
&- \frac{2}{r^2} \sum_{i=1}^{k} \left[ \left( \tilde{Q}^{(i)} - \tilde{Q}^{(i-1)} \right) g^T (t_i-1) \right] \tilde{Q}^{(k)} s \mathcal{F}_{\psi,\phi} \\
&- \frac{2}{r^2} \left( R - \frac{1}{r} \right)^2 \tilde{T}_{b,\phi} - \frac{1}{r} b^{(k)}.
\end{align*}
\]