Effect of Crystallization Kinetics on the Properties of Spray Dried Microparticles
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Abstract

A droplet chain technique was used to study the influence of the crystallization process on the morphology of spray dried microparticles. A piezoceramic dispenser produced a chain of monodisperse solution droplets with an initial diameter in the range of 60 to 80 µm. Aqueous solutions of sodium nitrate were prepared in concentrations ranging from 5 mg/ml to 5×10^{-5} mg/ml. The solution droplets were injected into a laminar flow with gas temperatures varying from 25 to 150 °C, affecting the droplet temperature and the evaporation rate, accordingly. Dried particles with diameters between 0.3 and 18 µm were collected. The properties of the collected microparticles were studied and correlated with a particle formation model which predicted the onset of saturation and crystallization. The model accounted for the dependence of the diffusion coefficient of sodium nitrate in water on droplet viscosity. The viscosity trend for sodium nitrate solutions was determined by studying the relaxation time observed during coalescence of two aqueous sodium nitrate droplets levitated in optical tweezers. The combination of theoretical derivations and experimental results showed that longer time available for crystallization correlates with larger crystal size and higher degrees of crystallinity in the final microparticles.

INTRODUCTION

Respiratory drug delivery allows solid microparticles, in the range of 0.1 to 5 µm, to be deposited in the patients’ lungs (Garcia et al. 2012; Wachtel 2016). The advantages of delivering drugs via inhalation are multiple: high concentration of the drugs delivered to the disease site, minimal risks of side effects, rapid clinical response, low drug loss during the delivery compared to other techniques, and non-invasive treatment (Courrier et al. 2002). Despite the strong interest in respiratory drug delivery, an understanding of the impacts of the properties of microparticles on delivery efficiency and efficacy is not well defined (Labiris and Dolovich 2003). An example of important properties of microparticles is the diameter. The smaller the particles are, the deeper they can reach; the effect can change according to the type of microparticles involved (Everard et al. 1992). Other properties can be considered relevant; morphology and crystallinity are main factors in the efficiency of the drug delivery (Beck-Broichsitter et al. 2012; Park et al. 2013; Zhu et al. 2014). It has been shown that particles with high roughness reduce cohesion forces and, therefore, improve powder dispersibility (Hoe et al. 2014). Drugs can exist in different solid phases: amorphous, crystalline, or a mixture of them. Each phase can present different properties fundamental for pharmaceutical studies; the relationship between the properties and the solid
phase can vary accordingly to which chemical compound the microparticles are made of (Byrn et al. 1994; Sou et al. 2013). For example, it has been found that crystalline proteins remain more stable during the delivery compared to amorphous proteins (Elkordy et al. 2004). In addition, crystalline drugs are more commonly used due to their thermodynamic stability. On the other hand, amorphous spray-dried drugs may have a smaller and more homogenous particle size and a higher respirable fraction than mechanically micronized particles (Steckel et al. 2003). The dependence of the performance of pulmonary drugs on their solid phase highlights the need to understand particle formation and crystallization process. The main goal of particle engineering is to understand particle formation process in order to control the properties of the produced microparticles (Ticehurst and Marziano 2015). The particle formation process is the transition between solution droplets to dried particles (Vicente et al. 2013). During this process, one of two development options is encountered: the solvent and solute remain homogenously mixed or they separate creating core-shell or solid particles (Baldelli et al. 2015). If the chosen solute can crystallize, the particle formation process may also involve two sub-processes related to crystallization, i.e. crystal nucleation and crystal growth. (Ye et al. 2015).

Studies on particle formation focus mainly on the first part of the process that can be modeled as evaporation of a solution droplet (Boraey and Vehring 2014; Bück et al. 2015; Gradon and Sosnowski 2014). The solvent evaporation phase plays an important role in the particle formation process (Paudel et al. 2013). However, few experimental methods are currently available for the study and the evaluation of the particle formation process, and specifically, of the crystallization process of a solution droplet. The main three methods use: droplets suspended on a thin filament (Al Zaitone and Tropea 2011; Duprat et al. 2013; Tóth et al. 2011), single droplets (Al Zaitone and Lamprecht 2013; Davies et al. 2012; Jalaal and Mehravaran 2012; Liu et al. 2011a; Liu et al. 2011b; Schutyser et al. 2012), or monodisperse droplet chains (Azhdarzadeh et al. 2014; Gebel et al. 2015; Li et al. 2012). The method of droplets suspended on a thin filament may influence the evaporation process by affecting the heat conduction via the contact between the filament and the droplet. Secondly, filament techniques normally require droplets with diameters in the millimeter range, which undergo a different evaporation process compared to microdroplets relevant for inhalation applications (Schutyser et al. 2012). The single droplet method is based on droplets evaporating in either a falling gas flow (Jalaal and Mehravaran 2012; Lehmann et al. 2015) or in a quiescent environment (Chen et al. 2011; Davies et al. 2012; Wegener et al. 2014). The method of a single droplet falling in a gas flow is difficult
to apply for fast process such as the evaporation of a micro-droplet which lasts only a few milliseconds.

Single particle studies in a quiescent environment have led to important improvements in the understanding of concepts such as chemical reactivity, equilibrium particle size, and hygroscopicity (Wills et al. 2009). Furthermore, the single droplet method provides detailed information on the mechanisms that lead to the evaporation of the solvent from a solution droplet and the physical transformation of a particle through phase transformation and growth (Hopkins et al. 2004). The traditional technique to hold a droplet in a quiescent environment is using the effect of radiation pressure (Ashkin and Dziedzic 1975; Davis 1997; Schweiger 1990). If levitated with radiation pressure, the droplets experience a force in the direction of the laser beam propagation (Ashkin and Dziedzic 1975). A slight modification to this traditional technique is optical tweezers. Optical tweezers have been widely used in fields such as biology or colloidal science (McGloin 2006), but their utility in aerosol science has been emphasized by several recent studies (Hargreaves et al. 2010; Hopkins et al. 2004; Knox et al. 2010; Miles et al. 2012). The use of optical tweezers or optical traps eliminates the force balance problem encountered with the traditional radiation pressure technique. Optical tweezers focus the laser beam using a microscope objective forming a single beam gradient force trap, where the particle is attracted toward the region of highest light intensity and confined in three dimensions (Wills et al. 2009). A drawback of the single droplet method is the time required for the capture and the stabilization of the droplet. In addition, particles have to remain homogenous and spherical if cavity enhanced. Raman scattering is to be used to determine particle physical properties such as size and refractive index.

The droplet chain method is widely used in experimental studies of evaporation processes, not only in spray drying, but also in other areas such as microfluidics, MEMS, combustion, and colloids chemistry (Roger et al. 2013; Verboket et al. 2014; Vladisavljević et al. 2012; Waldron et al. 2014). A monodisperse droplet chain can be formed by injection of uniform droplets into a gas flow. Monodisperse droplets can be produced using a thermal dispenser, a vibrating orifice, or a piezoceramic dispenser. The piezoceramic dispenser is commonly used in recent studies due to several advantages. It typically does not generate interfering air bubbles, which are common in thermal dispensers (Sgro et al. 2007; Zhu and Power 2008). It can produce droplets with a spacing larger than several droplet diameters unlike the more narrowly spaced droplets from
vibrating orifices which may lead to droplets merging (Iida et al. 2014; Kosch and Ashgriz 2015).

Both monodisperse droplet chain and single droplet methods need a theoretical model to aid interpreting the experimental data. In this work, the theoretical particle formation model introduced by Vehring et al. (Vehring et al. 2007) is modified and implemented. This model provides a partial description of particle formation for cases that are dominated by liquid phase diffusion (Vehring et al. 2007). The model was extended to cases with very slow diffusion by Boraey et al. (Boraey and Vehring 2014). These models require a constant droplet evaporation rate. In the work presented here the model was adapted to allow for a change in material properties and evaporation rate over time. The goal of the present work is to describe the crystallization part of the particle formation process in more detail.

**EXPERIMENTAL SECTION**

**Chemicals**

Sodium nitrate (NaNO₃) (catalog number 221341-500G, Sigma Aldrich, St Louis, MO, USA) was used; its relevant properties, as listed by the manufacturer, are: true density of 2260 mg/ml, and purity greater than 99%. Glass transition temperature and melting point of NaNO₃ are 185 – 215°C and 306°C, respectively (Kracek et al. 1931). This solute was dissolved in deionized Water (DI H₂O) (catalog number 38796 – 1L, Sigma Aldrich, St Louis, MO, USA) with a residual content lower than 0.01%.

**Experimental setup**

*Monodisperse droplet chain*

The monodisperse droplet chain was generated using an experimental setup which has been described before (Baldelli et al. 2015). Briefly, it consisted of three main parts: feeding system, collection device, and optical setup, Figure 1. The feeding part consisted of a piezoceramic dispenser (MJ-ATP-01-30, MicroFab Technologies, Plano, Texas, USA) with an orifice diameter of 30 µm, a flow tube and minor components. The piezoceramic dispenser was controlled with a driver (MD-E-3000 Microdrop Technologies, Mühlenweg, Norderstedt, Germany), which allowed the applied voltage and frequency to be governed. Voltage and frequency influenced the speed of the first injected droplet and the number of droplets in the chain, respectively.
The flow tube had double walls with a partially evacuated gap for thermally insulating the internal gas flow. The square cross section of the flow tube improved the visualization of the whole particle formation process. Two heaters were located on the top of the flow tube to warm the air to a set temperature. The temperature values were recorded with two type K thermocouples (TFE-K-20, Omega Engineering, Laval, Quebec, Canada). The recording points were at the exit of the first heater and at the injection point. The gas flow rate was measured with a flow meter (4000 Series, TSI, Shoreview, Minnesota, U.S.). A low flow rate of 2 L/min was used to reduce the turbulence in the flow tube.

After the solution was filled into the dispenser, droplets were injected into a dry (< 1 % RH) laminar flow with controlled temperature. The distance between the injection point and the collection point was about 1 meter. This length allowed the use of a broader range of liquids, including liquids with low evaporation rate at low wet bulb temperatures. The collection device allowed the dried microparticles to be sampled on a hollowed Scanning Electron Microscope (SEM) substrate. The hollowed SEM stub was covered with filters with 0.2 µm pores (GTTP 013 00, Millipore Isopore Polycarbonate, Darmstadt, Germany). The microparticles were collected differently for the analysis of their solid phase by Raman spectroscopy (Wang et al. 2014). The filters were substituted with metal frits (Catalog number 9446T31, McMaster Carr, Aurora, OH, USA) with pores of an average diameter of 0.2 µm. All samples were stored in a dry environment until further analysis. Due to the high glass transition temperature of NaNO₃, solid phase transitions were unlikely to occur on the sample stubs. Collected particles were gold sputter coated with a vacuum desk sputter coater (Desk II, Denton Vacuum LLC., Moorestown, New Jersey, U.S.). The samples were then analyzed with an SEM (SEM LEO 1430, Zeiss, Jena, Germany) and a Focused Ion Beam Milling (FIB) (Hitachi NB 50000, Chiyoda, Tokyo, Japan) device. The images were analyzed using the software ImageJ, (ImageJ, Imaging Processing and Analysis in Java, National Institute of Health, 1997, Bethesda, Maryland, USA). The optical part consisted of a camera (BM-500 GE GigE Vision, Pleora Technologies, Kanata, Ontario, Canada) that recorded the droplet chain illuminated by a diode laser (SNF-660 Lasiris, Coherent Co., Wilsonville, Oregon, U.S.). In addition, the camera was free to move vertically from the injection to the collection point. For calibration purposes, a scale bar with a resolution of 1 mm was placed in the same plane as the monodisperse droplet chain.
Figure 1  Main components of the experimental setup. Liquid is fed to a piezoceramic dispenser, which produces a monodisperse droplet chain. This chain follows the streamline of a temperature regulated gas flow. Dried microparticles are collected at the bottom of the flow tube onto a Scanning Electron Microscope sample stub. The flow tube is double walled for insulation. The flow tube has a square cross section facilitating the recording of images of the droplet chain. The images are recorded using a pulsed diode laser that highlights the chain of droplets and a camera that can be moved vertically to image all the droplets in the chain.

_Determination of viscosity_

The viscosities of aqueous solutions of sodium nitrate were determined as a function of mass fraction of solute by controllably inducing coalescence between two droplets held in holographic optical tweezers (Zheng et al. 2014). Details of the experimental technique are described in the supplementary information.

Figure 2 shows the trend of viscosity with sodium nitrate mass fraction, determined at 25°C. The viscosity trend is essential for the derivation of the diffusion coefficient dependence with sodium nitrate mass fraction. The trend line shown in Figure 2 is used to calculate viscosity also for mass fraction higher than 0.85, which is an experimental limit. Results shown in Figure 2 agree with measurements of the viscosities achieved using aqueous solutions (Doan and Sangster 1981).
Viscosity as a function of mass fraction of sodium nitrate in an aqueous solution.

Measurement and derivation of the main parameters of the particle formation process

To describe the evaporation and particle formation process, aerodynamic diameter, volume equivalent diameter, particle density, and solute concentration are determined as a function of time. Images of the whole monodisperse droplet chain are analyzed to determine the distance between two consecutive droplets or particles. From the distance between two consecutive droplets their velocity can be obtained, because the production frequency of the droplets is known. Subtracting the velocity of the gas flow, which can be calculated from the volume flow rate and the geometry of the flow tube, yields the settling velocity, $v_s$ of the droplets or particles as a function of position or time. The aerodynamic diameter, $d_a$, follows from the settling velocity. This method was introduced in a previous publication (Baldelli et al. 2015).

The volume equivalent diameter, $d_v$, as a function of time, $t$, can be determined if the particle density at every time step, $i$, is known. Depending on the phase of the particle formation process, the particle density, $\rho_p$, is approximated by different methods. Before any possible shell formation, it can be assumed that the particle is a sphere without internal voids. In this case, the mass fraction of the solute, $Y_{sol}$, in the particle is given by Equation 1.

$$Y_{sol}(t) = \frac{M_{sol}}{M(t)} = \frac{C_0 d_{v,0}^3}{\rho_p(t) d_{v,i}^3} = \frac{C_0 d_{a,0}^3}{\rho_p(t) d_{v,i}^3}$$

Equation 1

in which $d_{a,0}$ is the aerodynamic diameter at the initial time step, $M_{sol}$ the mass of solute in the droplet, and $M(t)$ is the total mass of the droplet or particle. Under the assumption that the droplet initially consists of a dilute aqueous solution with concentration, $C_0$, the particle density...
is close to 1 kg/L. Therefore, the initial aerodynamic diameter can be replaced by the initial volume equivalent diameter, $d_{v,0}$. For a sphere with a diameter large enough such that non-continuum effects can be neglected the volume equivalent diameter can be substituted with Equation 2.

$$\frac{\rho^*}{\rho_p(t)} d^2_{a,i} = d^2_{v,i}$$

\textit{Equation 2}

where $\rho^*$ is the standard density [1 kg/L]. Lastly, the density of a solution can be expressed as a function of the mass fraction of the solute based on measured data (Isono 1984; Mahiuddin and Ismail 1996) in the form shown in Equation 3.

$$Y_{sol}(t) = A \rho_p(t) - B$$

\textit{Equation 3}

The parameters $A$ and $B$ vary according to the wet bulb temperatures of the evaporating droplet. Values of $A$ range from 0.0018 to 0.0021 ml/mg and values of $B$ range from -2.06 to -1.94 (Isono 1984). Equation 4 is obtained by combining Equation 1, 2 and 3. Equation 4 can be solved iteratively for the particle density at each time step.

$$\rho_p(t) = \left( \frac{1}{C_0 \rho_p^2 d_{a,0}} + B \right) \frac{1}{A}$$

\textit{Equation 4}

In the later phase of the particle formation a shell may have formed and the assumption of a sphere without voids is no longer valid. Also, the volume equivalent diameter of the particles cannot be smaller than the diameter of the final dried particles, $d_f$. In this phase the particle density can be approximated by a different method. Assuming that the volume equivalent diameter is now fixed at $d_f$, the particle density follows from Equation 5. The diameter of the final dried particles can be determined from an analysis of electromicrographs. Equation 5 is derived assuming that the volume equivalent diameter, after the shell formation, is constant and equal to the diameter of the final dried microparticles.

$$\rho_p(t) = \rho^* \left( \frac{d_{a,i}}{d_f} \right)^2$$

\textit{Equation 5}

The shell thickness can also be approximated from the final particle diameter and the ratio of particle density to true density of the solute, $\rho_T$, as shown in Equation 6 (Boraey and Vehring 2014). In Equation 6, $d_s$ indicates the diameter of the inner void in the final dried microparticle.
\[ d_s = d_f^3 \sqrt{1 - \frac{\rho_p}{\rho_T}} \]  

Equation 6

Figure 3 shows a typical result for the aerodynamic diameter, measured using light scattering, as a function of time and the volume equivalent diameter derived using the methods described above. The next step in the analysis of the particle formation process requires knowledge of the evaporation rate of the droplets. The previously used steady-state particle formation model assumed that all variables are unaffected by a possible change of properties with time and assumed a constant evaporation rate (Baldelli et al. 2015). The dot-dashed line in Figure 3 is drawn connecting the initial volume equivalent diameter squared and the first occurrence of the final aerodynamic diameter. It is apparent that assuming a constant evaporation rate for this case would produce a large error in the derivation of related properties. Therefore, a variable evaporation rate was used for further analysis.

![Figure 3](image)

**Figure 3**  Determination of aerodynamic and volume equivalent diameter as a function of time in a droplet chain for a gas temperature of 25°C and an initial concentration of 5 mg/ml. The dashed line represents the final diameter of the dried particles. The dash-dot line is an approximation for a hypothetical constant evaporation rate case.

The evaporation rate, \( \kappa \), as a function of time is calculated as the slope of the volume equivalent diameter squared according to Equation 7.
\[ \kappa(t) = \frac{d_{v,i+1}^2 - d_{v,i}^2}{t_{i+1} - t_i} \quad \text{Equation 7} \]

Where \( d_{v,i+1} \) and \( d_{v,i} \) are the volume equivalent diameter at droplet \( i+1 \) and \( i \), respectively. \( t_{i+1} \) and \( t_i \) are the time corresponding to droplet \( i+1 \) and \( i \), respectively.

Previous publications have demonstrated that the Peclet number, \( Pe \), is an indicator of the morphology of the final dried particles (Belotti et al. 2015; Castillo et al. 2014; Nuzzo et al. 2014). Larger Peclet numbers indicate low density particles, typically with a shell. Previously, the Peclet number was treated as constant. Here, the evaporation rate changes with time, Equation 8.

\[ Pe(t) = \frac{\kappa(t)}{8D(t)} \quad \text{Equation 8} \]

Since the restriction of constant Peclet number no longer applies, we can also admit a diffusion coefficient, \( D(t) \), that changes over time. The diffusion coefficient is obtained from the viscosity, \( \mu \), of the solution using the Stokes Einstein equation (Ohtori and Ishii 2015), as shown in Equation 9.

\[ D(t) = \frac{k_B T_w}{6\pi \mu(t) r} \quad \text{Equation 9} \]

Where \( k_B \) is the Boltzmann’s constant, \( T_w \) is the wet bulb temperature of the evaporating droplet and \( r \) the Stokes’ radius of NaNO\(_3\), 0.309 nm (Sata 2000).

The relationship between NaNO\(_3\) mass fraction, Equation 1, and viscosity is provided from experimental results on coalescing droplets levitated in optical tweezers, described above. Power et al. (Power et al. 2013) have confirmed for sucrose solutions that the Stokes Einstein equation provides a reasonable method for estimating diffusion constants from viscosities when the viscosity is in the range \( 10^{-3} \) to 10 Pa s. Over this range, the estimated diffusion constant may be expected to be within one order of magnitude of the correct value.

The surface enrichment \( E \) is another important parameter for the evaluation of the particle formation process. It is defined as the surface concentration of the solute relative to its average concentration in the droplet, \( c_m \) (Boraey and Vehring 2014). Equation 10 shows the relationship used to determine \( E \). This equation has negligible error for Peclet numbers lower than 0.5. For higher Peclet numbers, the error related to the enrichment increases, but assuming a steady state system, Equation 10 can be used to approximate the enrichment for Peclet numbers up to 20. For
higher Peclet numbers, encountered towards the end of the evaporation process, Equation 11 provides an approximation (Boraey and Vehring 2014).

\[
\text{Pe < 20} \\
E = 1 + \frac{Pe}{5} + \frac{Pe^2}{100} - \frac{Pe^3}{4000} \quad \text{Equation 10}
\]

\[
\text{Pe > 20} \\
E = \frac{Pe}{3} + \frac{4}{11} \quad \text{Equation 11}
\]

The particle formation process cannot be fully explained without knowing the time required to reach saturation. The time to reach saturation is defined as the time at which the surface concentration reaches the solubility limit of the solute at a determined wet bulb temperature. The surface concentration is obtained using Equation 12.

\[
c_s(t) = E(t) \ c_m(t) \quad \text{Equation 12}
\]

However, it is known that crystallization does not start at saturation, but rather requires a certain level of supersaturation, depending on the nucleation mechanism. Hence, the time for crystallization defines the time at which the crystal starts to nucleate and subsequently grow. Tang and Munkelwitz (Tang and Munkelwitz 1994) studied the evaporation of sodium nitrate and other inorganic components using a single droplet evaporating in an electrodynamic balance. These authors reported that nucleation commences at a concentration between 83% to 98% of NaNO₃ by weight (Tang and Munkelwitz 1994). Because of the fast kinetics encountered in the drying of microdroplets, the time for crystallization was defined here as the time at which the NaNO₃ weight percentage reaches the higher value of 98%.

For simplification, two time intervals are introduced: the precipitation window (\(\Delta t_p\)) and the crystallization window (\(\Delta t_c\)). These two time intervals simplify the understanding and the explanation of the relationship between the final dried particle properties and the crystallization process. The \(\Delta t_p\) and \(\Delta t_c\) are the time between the time to reach saturation or the time for crystallization, respectively, and the time to reach constant aerodynamic diameter. The time for constant aerodynamic diameter is the time at which the aerodynamic diameter stops to decrease. At this point, it is assumed that all the solvent is evaporated.
RESULTS

For various initial conditions and the gas temperatures, Table 1 lists the predicted time intervals available for precipitation and crystallization, $\Delta t_p$ and $\Delta t_c$, respectively. For the sake of brevity, further results are shown mostly for four or six representative cases, highlighted in Table 1. The four main cases are: 5 mg/ml at 50°C, $5 \times 10^{-1}$ mg/ml at 75°C, $5 \times 10^{-2}$ mg/ml at 100°C and $5 \times 10^{-4}$ mg/ml at 150°C. Two intermediate cases are added when a strong difference is highlighted; these two cases are $5 \times 10^{-3}$ mg/ml at 125°C and $5 \times 10^{-5}$ mg/ml at 150°C.

Table 1  Experimental matrix with the predicted precipitation window ($\Delta t_p$) and crystallization window ($\Delta t_c$). The cases are distinguished by initial solution concentration ($C_o$) and drying gas temperature ($T$). The indicated errors were obtained by uncertainty propagation of the imaging resolution error.

<table>
<thead>
<tr>
<th>$C_o$ [mg/ml]</th>
<th>$T$ [°C]</th>
<th>$\Delta t_p$ [ms]</th>
<th>$\Delta t_c$ [ms]</th>
<th>$C_o$ [mg/ml]</th>
<th>$T$ [°C]</th>
<th>$\Delta t_p$ [ms]</th>
<th>$\Delta t_c$ [ms]</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>25</td>
<td>266 ± 2</td>
<td>265 ± 3</td>
<td>$5 \times 10^3$</td>
<td>25</td>
<td>132 ± 2</td>
<td>122 ± 5</td>
</tr>
<tr>
<td>50</td>
<td>239 ± 2</td>
<td>221 ± 1</td>
<td></td>
<td>50</td>
<td>120 ± 1</td>
<td>110 ± 1</td>
<td></td>
</tr>
<tr>
<td>75</td>
<td>221 ± 6</td>
<td>191 ± 3</td>
<td></td>
<td>75</td>
<td>101 ± 3</td>
<td>79 ± 1</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>161 ± 4</td>
<td>122 ± 2</td>
<td></td>
<td>100</td>
<td>75 ± 2</td>
<td>73 ± 1</td>
<td></td>
</tr>
<tr>
<td>125</td>
<td>119 ± 5</td>
<td>99 ± 2</td>
<td></td>
<td>125</td>
<td>37 ± 2</td>
<td>34 ± 2</td>
<td></td>
</tr>
<tr>
<td>150</td>
<td>79 ± 14</td>
<td>60 ± 7</td>
<td></td>
<td>150</td>
<td>20 ± 1</td>
<td>16 ± 4</td>
<td></td>
</tr>
<tr>
<td>$5 \times 10^4$</td>
<td>25</td>
<td>190 ± 2</td>
<td>201 ± 1</td>
<td>$5 \times 10^4$</td>
<td>25</td>
<td>98 ± 2</td>
<td>82 ± 4</td>
</tr>
<tr>
<td>50</td>
<td>181 ± 1</td>
<td>162 ± 17</td>
<td></td>
<td>50</td>
<td>80 ± 1</td>
<td>79 ± 2</td>
<td></td>
</tr>
<tr>
<td>75</td>
<td>161 ± 3</td>
<td>151 ± 1</td>
<td></td>
<td>75</td>
<td>62 ± 5</td>
<td>49 ± 1</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>119 ± 18</td>
<td>95 ± 4</td>
<td></td>
<td>100</td>
<td>56 ± 4</td>
<td>38 ± 2</td>
<td></td>
</tr>
<tr>
<td>125</td>
<td>90 ± 5</td>
<td>68 ± 2</td>
<td></td>
<td>125</td>
<td>36 ± 1</td>
<td>22 ± 1</td>
<td></td>
</tr>
<tr>
<td>150</td>
<td>62 ± 8</td>
<td>49 ± 12</td>
<td></td>
<td>150</td>
<td>16 ± 2</td>
<td>10 ± 8</td>
<td></td>
</tr>
<tr>
<td>$5 \times 10^5$</td>
<td>25</td>
<td>159 ± 1</td>
<td>144 ± 9</td>
<td>$5 \times 10^5$</td>
<td>25</td>
<td>78 ± 2</td>
<td>59 ± 1</td>
</tr>
<tr>
<td>50</td>
<td>139 ± 7</td>
<td>138 ± 3</td>
<td></td>
<td>50</td>
<td>54 ± 2</td>
<td>36 ± 2</td>
<td></td>
</tr>
<tr>
<td>75</td>
<td>117 ± 2</td>
<td>115 ± 1</td>
<td></td>
<td>75</td>
<td>36 ± 1</td>
<td>26 ± 1</td>
<td></td>
</tr>
</tbody>
</table>
Table 2 shows the morphology of the final dried particles. The Scanning Electron Microscope (SEM) images show the dimensions and the external morphology of the final dried particles. The ion beam milled (FIB) particles show the shell thickness and the internal morphology. Table 2 also lists the crystallization window and the final particle density for these cases. The values of density shown in Table 2 were derived from an analysis of SEM and FIB images. The final dried microparticles were monodisperse; thus, their properties, such as density, amount of voids, morphology and diameter, were the same for each case.

Table 2  Focus Ion Beam (FIB) and Scanning Electron Microscope (SEM) images of the final dried microparticles. The cases are, from right to left, 5 mg/ml at 50°C, 5\times10^{-1} mg/ml at 75°C, 5\times10^{-2} mg/ml at 100°C and 5\times10^{-4} mg/ml at 150°C. Final particle density and crystallization window are shown for each case.

<table>
<thead>
<tr>
<th>Scale bars</th>
<th>1 μm</th>
<th>1 μm</th>
<th>1 μm</th>
<th>1 μm</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rho_f$ [mg/ml]</td>
<td>1980</td>
<td>876</td>
<td>446</td>
<td>305</td>
</tr>
<tr>
<td>$\Delta t_c$ [ms]</td>
<td>22</td>
<td>99</td>
<td>161</td>
<td>239</td>
</tr>
</tbody>
</table>
If the final dried particles contained several voids, it was assumed that all the voids were equally distributed along all directions and were concentrated at the center of the microparticles. The void fraction is calculated as the difference between the diameters of the equally distributed voids and the diameter of the final dried particles, derived from three separate SEM images.

<table>
<thead>
<tr>
<th>$\Delta t_c$ [ms]</th>
<th>Void fraction (theoretical)</th>
<th>Void fraction (experimental)</th>
</tr>
</thead>
<tbody>
<tr>
<td>37</td>
<td>34 ± 2</td>
<td>28 ± 10</td>
</tr>
<tr>
<td>99</td>
<td>61 ± 3</td>
<td>67 ± 20</td>
</tr>
<tr>
<td>161</td>
<td>80 ± 3</td>
<td>78 ± 13</td>
</tr>
<tr>
<td>239</td>
<td>90 ± 4</td>
<td>96 ± 6</td>
</tr>
</tbody>
</table>

The particle density, derived using Equation 4 and Equation 5, is shown in Figure 5 for three selected cases. Figure 5 shows the difference between the two equations used to calculate the density of droplets or particles, Equation 4 and Equation 5. Equation 4 is based on the assumption of droplets or particles without internal or external voids. Equation 5 takes advantage of the SEM analysis on the properties of the final dried microparticles. The crossing point of the two methods identifies the point at which the derived volume equivalent diameter is equal to the diameter of the final dried particles. The exact point in time at which voids first occur is unknown. Therefore, both versions are provided after the crossing point.
Figure 4  Particle density as a function of time during the particle formation process for three sample cases, 5 mg/ml at 25°C, $5 \times 10^{-2}$ mg/ml at 75°C and $5 \times 10^{-4}$ mg/ml at 125°C. The full black squares show the predicted time to reach saturation and the empty black squares the predicted time for onset of crystallization. The right part of each curve, described with full symbols, is obtained using Equation 5. The part of the curves, described with empty symbols, is obtained using Equation 4.

Figure 5 shows the predicted droplet surface concentration of sodium nitrate as a function of time. The plots are terminated at the saturation time point. The surface concentration curves allow determination of the time to reach saturation for every case considered. The dashed lines in Figure 5 indicate: horizontally, the solubility limit for the appropriate wet bulb temperature for each case and vertically, the time to reach saturation.

Figure 5  Predicted droplet surface concentration of NaNO3 as a function of time during the evaporation process. The horizontal dashed lines indicate the solubility limit; the vertical dashed lines the
time to reach saturation.

The trend of the normalized particle densities of the final dried microparticles as a function of crystallization window is shown in Figure 6. For larger crystallization windows, i.e. more time available for crystallization, the final particle densities are lower; for very small crystallization windows the normalized particle density approaches 1, indicating a solid particle without voids. This plot introduces the effect of the initial conditions to the crystallization window. Both initial solution concentration and temperatures of the external environment impact the properties of the final dried particles. Crystallization windows to the left of the dashed line labeled ‘experimental limit’ have large uncertainties due to the limited time resolution of the droplet chain method.

![Figure 6](image_url)

**Figure 6**  Relationship between the predicted time available for crystallization, $\tau_{c}$ and the final particle density normalized by the true density of the solute. For each line, the six data points are obtained increasing the concentration in the initial solution.

Another instructive property of the final dried particles is the solid phase. As with the other properties, the solid state is affected by the $\Delta t_{c}$ of the cases considered. Figure 7 shows the relationship between the crystallinity of the final microparticles and $\Delta t_{c}$. It has been shown that sodium nitrate can be considered mostly amorphous when the peaks at Raman shifts of 96 and 185 cm$^{-1}$ disappear (Payne et al. 1997; Shen et al. 1975). These two Raman peaks at 96 and 185 cm$^{-1}$ are caused by long-wavelength librational and transitional crystal lattice modes. To the left, the Raman spectra of six typical cases are shown. The peak areas of both the 185 cm$^{-1}$ lattice peak and the 96 cm$^{-1}$ lattice peak normalized by the peak area of a reference peak at 1067 cm$^{-1}$, caused by an intramolecular vibrational mode, are shown for all studied cases to the right. The
normalized peak area increases with $\Delta t_c$, indicating increasing order in the solid. The smallest $\Delta t_c$ are correlated with mostly amorphous final dried particles.

![Graph showing normalized peak area increases with $\Delta t_c$.](image)

**Figure 7**  Crystallinity of the final particles as a function of crystallization window. Raman spectra of six typical cases are shown in the left panel. The right panel shows the normalized peak area of the crystal lattice mode at 96 and 185 cm$^{-1}$, a measure of order in the solid phase.

**DISCUSSION**

The purpose of this project is to understand the role of crystallization on particle formation. The main properties of the particle formation process are assessed through a combination of experimental tests and theoretical predictions. A time-variable model is necessary for the prediction of the main parameters of the particle formation process of a crystalline solute. The evaporation rate obtained with a time-constant model does not approximate the slope of the squared volume equivalent diameter, Figure 3.

The combination of the time-variable model and experimental results determine several parameters of the particle formation process, such as diameter, both aerodynamic and volume equivalent, density, mass, and void amount. The trend of diameters and density with time indicates the main phases of the particle formation process, such as solvent evaporation, shell formation and solute saturation. When the droplet is dilute, the aerodynamic and the volume equivalent diameter have similar values, Figure 3. Subsequently, the density curve reaches a peak, which indicates the shell formation point, Figure 4. After shell formation the volume equivalent diameter is assumed to be constant, but the aerodynamic diameter keeps decreasing. This shows that the solvent trapped inside a formed shell is evaporating through the shell’s pores.
The density curve reaches a plateau only when the aerodynamic diameter becomes constant, Figure 4. The condition of supersaturation is reached between the time step indicating the shell formation and the next time step, Figure 5. Between these two time steps the surface concentration rises strongly, Figure 5.

The time for onset of crystallization and the remaining time available for crystallization, the crystallization window, are two variables that strongly influence the particle formation process. The initial process and formulation conditions of the particle formation process in turn influence the crystallization window. The largest values of the crystallization window are achieved in cases where the concentration of the initial solution is high and the temperature of the external environment is low. It is expected that increasing the relative humidity of the environment would have a similar effect. This would be the case for evaporation of ambient particles in the atmosphere. On the other hand, the smallest $\Delta t_c$ is achieved for the combination of low concentration of the initial solution and high temperature of the external environment, Table 1. For the same temperature of the drying gas, the time for crystallization is reached later for lower initial concentration. For the same initial concentration, the time for crystallization is reached earlier for higher temperatures of the external environment. The temperature of the external environment influences the evaporation rate and thus surface saturation. The higher wet bulb temperature shortens the particle formation process. As a consequence, the crystallization window is also reduced. In addition, the surface concentration reaches saturation earlier in those cases, Figure 5.

The crystallization window influences the properties of the final dried microparticles. Smaller values of $\Delta t_c$ produce microparticles with a smaller diameter, smaller crystal size, smoother surface, lower crystalline content and smaller void volume, Table 2, Table 3 and Figure 7. A smaller crystallization window indicates less time for the solute to nucleate and for crystals to grow. As a consequence, for smaller crystallization windows, the final microparticles appear mostly amorphous, Figure 7. Furthermore, both theoretical derivations (Boraey and Vehring 2014) and experimental results agree that for these cases the final dried microparticles have a smaller void fraction, Table 3. This agreement validates the theoretical derivations used.

For cases of high wet bulb temperatures and low concentration, the droplets show a high evaporation rate. The low solute mass fraction corresponds to low viscosity and a high diffusion coefficient. Previous publications on non-crytallizing systems show that for these conditions
amorphous particles are expected to have a thin shell and a larger diameter (Vehring et al. 2007). The crystallization event causes a different result. Here, shell formation is induced by the crystallization event. At a certain mass fraction, the solute starts to nucleate on the surface and subsequently generates a shell. This phase can be identified in a drastic drop in density curves, Figure 4. Close to this point in the evaporation process the theoretical model predicts that supersaturation is reached. Then, a long crystallization window allows these crystals to grow and form the shell of the final microparticles. The crystallization effect is emphasized by the gap between the density curves for time steps after the shell formation, Figure 4. For cases where the final dried particles are mostly amorphous, Table 2, the gap between the two methods is reduced, highlighting the impact of the crystallization on the particle formation process, mainly after the shell formation.

The methods used to analyze the particle formation process show limitations. These limitations are seen in both density curves and surface concentration curves, where the trend changes drastically between the time step of shell formation and the following one, Figure 4 and Figure 6. In these 20 milliseconds, time to reach saturation and time for crystallization are reached. Selecting a smaller time step might reduce these limitations.

CONCLUSION

This project demonstrates that the crystallization process influences the particle formation process in the case of substances that can crystallize within the same amount of time. The time gap between the onset of crystallization and the completion of drying contains the main steps in the particle formation process. Only during this time period may crystals nucleate and grow. Thus, the duration of the crystallization window determines the properties of the dried microparticles. Longer crystallization windows generate microparticles with higher crystallinity, larger crystal size, higher void fraction, and, consequently, lower density.

Understanding the relationship between the initial process conditions and the crystallization window, and thereby, the properties of the final dried particles is expected to improve control over the performance of microparticle based products. This may improve the efficiency of the delivery of drugs for respiratory diseases. The delivery efficiency of respiratory drugs, for example, depends on the diameter and the dispersibility of the spray dried microparticles. For instance, leucine, a much studied respiratory excipient, shows different properties according to
its solid state. Leucine needs to be in crystalline form to improve powder dispersibility (Feng et al. 2011).

Limitations are found both on the experimental and on the theoretical approach. In the experiments, a time step of 20 milliseconds is chosen. A shorter time step might help with a better definition of important time variables, such as the time to reach saturation and the time for crystallization. The theoretical approach yields only approximate results for the onset of the crystallization, due to limitations of the semi-analytical model. A fully numerical model seems more appropriate to describe particle formation processes that involve crystallization.
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